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Abstract

We prove existence of solutions and study the nonlocal-to-local asymptotics for nonlocal, convective,
Cahn-Hilliard equations in the case of a w1 convolution kernel and under homogeneous Neumann condi-
tions. Any type of potential, possibly also of double-obstacle or logarithmic type, is included. Additionally,
we highlight variants and extensions to the setting of periodic boundary conditions and viscosity contribu-
tions, as well as connections with the general theory of evolutionary convergence of gradient flows.
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1. Introduction

In this paper we continue the study of the nonlocal-to-local asymptotics of Cahn-Hilliard
equations initiated in [43,27,28]. In contrast to the results in [43,27,28], we focus here on the
complementary case of long-range interaction kernels, possibly including the Riesz, Newtonian,
and Bessel potentials. In particular, we provide the first nonlocal-to-local convergence result for a
class of convective Cahn-Hilliard equations, under homogeneous Neumann boundary conditions,
and in the absence of regularizing viscosity terms.

The Cahn-Hilliard equation is considered the pivotal model for spinodal decomposition: an
irreversible process occurring in multiple composites (such as alloys, glasses, gels, ceramics,
liquid solutions, and polymer solutions), and determined by local fluctuations in the concentra-
tions of mixture components which eventually lead to a decomposition of the material into stable
phases. This evolution equation was originally introduced in [14], and has since then acquired
a key role in materials science due to its aptitude to characterize a variety of different settings,
ranging from biology to image reconstruction [15,19,52].

The mathematical analysis of the classical Cahn-Hilliard equation has been the subject of a
very intense research activity in the past decades. Among the extensive literature, we mention the
contributions [16,18] about existence and uniqueness of solution in domains with nonpermeable
walls, the analysis in [17] including logarithmic double-well potentials, and the works in [20,39]
incorporating dynamic boundary conditions and irregular potentials, as well as all the references
therein. A detailed analysis on the asymptotic behavior of solutions has been carried out in [21,
26] (see also the references therein).

An augmented Cahn-Hilliard equation including additional convective contributions, and re-
lated to stirring of fluids and biological realizations of thin films is the subject of [10]. Relevant
studies in coupling the Cahn-Hilliard equation with a further equation for the velocity field have
been the focus of [2,3,13,36].

A key feature of the Cahn-Hilliard equation is the fact that it describes the H ~!-gradient flow
of the Cahn-Hilliard-Modica-Mortola-energy functional, defined as

1
Ecn (@) 3=E/IVw(X)IdeJr/F((p(X))dx, (1.1)
Q Q

where ¢ : 2 — R denotes a concentration parameter, and where F : R — R is a suitable nonlin-
ear double-well potential. With the above notation, and under the assumption of constant mobility
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(which, for simplicity, we assume identically equal to one), the Cahn-Hilliard equation reads as
follows:

o —Au=0 in (0,7T) x 2,
ne—Ap+9F(p) in (0,7T) x Q,

(1.2)
@ =dau=0  in(0,T) x 39,

©(0) =¢o in 2

where u represents the chemical potential associated to the energy Ecy, 9 F is the subdifferential
(in the sense of convex analysis, see, e.g. [6]) of the double-well potential F', ¢q is a suitable
initial datum, 7 > 0 is a fixed final time, and 2 is a smooth bounded domain in R? (with d =
2, 3).

In the early 90’s a nonlocal counterpart of the above equation has been introduced by G.
Giacomin and J. Lebowitz in [38] in order to provide a microscopical model of a d-dimensional
lattice gas evolving via a Poisson nearest-neighbor process. The corresponding nonlocal Cahn-
Hilliard equation is introduced as gradient flow of the nonlocal energy functional

1
5ENL(§0)=Z//Js(x,y)lw(x)—w(y)|2dxdy+/F(<p(X))dx, (1.3)
Q Q

Q

where, for every ¢ > 0, J.(x, y) is a positive and symmetric convolution kernel.

The connection between the nonlocal and local gradient flows can be seen by a formal com-
putation: in the case in which J.(x, y) = J:(|]x — y|) is suitably regular and concentrates around
the origin as ¢ — 0, the nonlocal interface evolution approaches that in (1.2). This observation
is supported by the rigorous variational analysis of the asymptotic behavior of (1.3) as ¢ tends
to zero. Indeed a whole nonlocal-to-local framework for functionals in the form (1.3) has been
developed in the seminal papers by J. Bourgain, H. Brezis, and P. Mironescu [11,12], as well as
in the I'-convergence analysis carried out by A.C. Ponce in [45,46].

The interest in these nonlocal formulations is motivated by the fact that they exhibit a closer
connection, compared to local models, to atomistic descriptions, and provides the ideal tool to
describe pattern-formation phenomena. The main novelty with respect to the local models is the
presence of the possible long-range interaction kernel J;, taking into account also the interaction
between particles at a large scale (let’s say £~ !). As a result, nonlocal Cahn-Hilliard equations
find applications in multiple settings, ranging from the modeling of tumor growth [33,47], to the
mechanisms describing phase transitions in polymer blends.

The recent years have witnessed an intense and increasing research activity on nonlocal
Cahn-Hilliard equations: we point out in this direction the contributions [1,7,35,37,40] and the
references therein. The main assumption on the interaction kernel in such studies is that J; is
symmetric and of class W1, This is well motivated both in the direction of applications to dif-
fuse interface modelling and from a mathematical perspective as well. Indeed, on the one hand
these assumptions allow to consider all relevant examples of Newtonian and Bessel potentials,
and on the other hand they ensure enough integrability and regularity on the solutions to the
corresponding nonlocal evolutions as it is expected in diffuse interface models.

The variational convergence of the nonlocal energy to the local one gives rise naturally to
the study of the asymptotics of the corresponding evolution problems. Such analysis has been
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initiated in some previous works of ours in different settings. In [43], assuming existence of the
nonlocal evolution, the authors have shown nonlocal-to-local convergence of the Cahn-Hilliard
equations in the case of polynomial double-well potentials satisfying a further concavity as-
sumption. Very recently, in [27,28], we have provided a first existence result for solutions to
the nonlocal Cahn-Hilliard equations for singular kernels not falling within the W!!-existence
theory and under possible degeneracy of the double-well potential. We worked under the assump-
tion of constant mobility, first in the case of periodic boundary conditions, and afterwards with
Neumann boundary conditions in the viscous (and vanishing viscosity) setting. Additionally, in
[27,28] we have shown convergence to the classical Cahn-Hilliard equation, as the singular ker-
nels {Jg}, concentrate around the origin (as ¢ — 0) and approach a Dirac delta. We point out
that, aside from the two recent works [4,5] dealing with the fractional Cahn-Hilliard equation,
and from the general setting introduced in [34] (both not directly falling within our setting), the
two papers [27,28] are the first contributions dealing with the case of non-regular interaction
kernels.

The focus of this paper is on a counterpart to the analysis in [27,28]. Indeed, in the mentioned
papers we were forced to choose interaction kernels with a singularity of order 2 in the origin in
order to guarantee at least a suitable convergence of the energies. Clearly, in dimension two and
three such choice does not ensure W'-! regularity. As a consequence, the local asymptotics of
nonlocal Cahn-Hilliard equations with W!-! kernels is currently an open problem: we give here a
first positive answer in this direction. Indeed, we provide a full characterization of existence and
nonlocal-to-local asymptotics in the case of singular double-well potential, interaction kernels
satisfying W11 integrability assumptions, and in the presence of a further convection term. The
main idea of the work is to propose a different scaling of the interaction kernels, allowing to ob-
tain both a suitable Gamma convergence of the energies and the required W'-! regularity. From a
modeling point of view, the additional regularity of the interaction kernel corresponds to enhanc-
ing the effects of long-range interactions and the diffuse interface nature of the model. From a
mathematical perspective, the W integrability of J, allows to streamline all a-priori estimates
involving integrations by parts. As a by-product, we are able here to provide the first nonlocal-to-
local convergence result for a Cahn-Hilliard model involving homogeneous Neumann boundary
conditions, and without any additional regularizing viscous terms (as it was necessary in [28]).

In order to present our main results we need to introduce some basic notation. We introduce
below both the nonlocal system that we consider in this paper

Ortg — Apte = — div(ugv) in(0,T) x 2, (1.4)
e € (Je * Dug — Jg *ug +y (ug) + I(ug) in(0,7) x €2, (1.5)
Onte =0 in(0,T) x 0%, (1.6)
ue(0) =up ¢ in Q, (1.7
and its local counterpart
oru — A= —div(uv) in(0,T) x 2, (1.8)
uwe—Au+yu)+Iu) in (0,T) x 2, (1.9
Optt =0 =0 in (0,T) x 02, (1.10)
u(0) = ug in Q. (1.11)
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Here y is a maximal monotone graph, and IT is a Lipschitz map. Together, they form the sub-
differential of a suitable double-well potential . The map v represents a velocity field. The
parameter ¢ identifies, roughly speaking, the amplitude of the range of nonlocal interactions. We
refer to Section 2 below for the precise regularity assumptions. We point out that the nonlocal
system above is of order 2 in space, hence it only needs one boundary condition (for the chemical
potential). This is the reason why in (1.6) only one condition appears in contrast to (1.10) where
boundary data are assigned both for the concentration parameter and the chemical potential.

Our main results are the following. First, in Theorem 2.2 we prove well-posedness of the
system in (1.4)—(1.7). Second, in Theorem 2.3, relying on the a-priori estimates identified in
the proof of Theorem 2.2, we analyze nonlocal-to-local asymptotics. Our proof strategy is quite
general: we collect in Section 6 both an application to the case of periodic boundary conditions,
and an analysis of the viscous Cahn-Hilliard case, in which some regularity assumptions on the
velocity field v can be relaxed. Due to the presence of the velocity field, our setting does not fall
within the general theory of evolutionary I'-convergence for gradient flows developed in [48,49].
Additionally, even in the absence of convective contributions, our general assumptions on the
double-well potential make the energy functional not C', thus situating our analysis outside
the classical theory in [48,49] but rather closer to the abstract metric framework in [50]. We
devote the last section of this paper to show how some crucial estimates in the proof strategy of
Theorems 2.2 and 2.3 directly relate to this general methodology.

The assumptions on the double-well potentials F' considered in our formulation are quite gen-
eral. On the one hand, in fact, our class of double-well potentials includes the classical choice
for F as the fourth-order polynomial Fyo1(r) := %(V2 —1)2, r € R, with minima in £1 (corre-
sponding to the pure phases). On the other hand, it also incorporated logarithmic double-well
potentials, such as

0 2
Fiog(s) = 5 (1 +5)log(l +5) + (1 = ) log(1 = 5)) = =5

for 0 < 6 < 6., which by contrast is defined on the bounded domain (—1, 1) and possesses
minima within the open interval (—1, 1), and so-called double-obstacle potential (see [9,44]),
having the form

1 ) _]o ifse[—1,1]
Fop(s) = I1—1,11(s) + 5(1 =57, I—in(s) = 4o otherwise.

The system in (1.4)—(1.7) is additionally driven by a convection term in divergence form, de-
stroying the gradient-flow structure of the equation. Cahn-Hilliard diffusions under the action
of convective terms play a central role both in the modeling of mixing and stirring of fluids,
and in biological thin-films deposition via Langmuir-Blodgett transfer [8,42]. We recall here the
recent works [10,25,31,53] on local Cahn-Hilliard models with convection, [29,30,47] studying
nonlocal Cahn-Hilliard under local convection, and [32,41] on a nonlocal model with stellar con-
vection. Phase separation in nonlocal convective Cahn-Hilliard systems is the subject of [23,24].
Further couplings of Cahn-Hilliard equations under evolving velocity fields have been analyzed
in [2,3,13,36].

The paper is organized as follows: Section 2 contains the mathematical setting and the precise
statements of the main results. Section 3 focuses on some useful preliminary results. Section 4
is devoted to the proof of well-posedness of the nonlocal system (1.4)—(1.7), while Section 5
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focuses on nonlocal-to-local asymptotics. Eventually, Section 6 and Section 7 contain some gen-
eralizations of the results, and highlight their connections with evolutionary I'-convergence of
gradient flows, respectively. The main contributions of the paper are summarized in Section 8.

2. Setting and main result

Throughout the paper, Q2 C R is a smooth bounded domain, withd =2,3,and T > 0 is a
fixed final time. We set Q := (0, T) x 2 and Q; := (0,1) x  for all r € (0, T'). We define the
functional spaces

H:=L*Q), V:=HYQ), Vo:=H}(Q), W:={pecH*(Q):dhp=0ae ondQ},
endowed with their natural norms || - |4, || - v, Il - llvy, and || - [lw, respectively. The duality
pairing between V* and V and the scalar product in H will be denoted by (-, -}y and (-, ) g,

respectively. We also recall that the inverse of the —A operator with homogeneous Neumann
conditions is a well-defined isomorphism

NifpeV ipq=0}—{peV: pg=0},

where ¢q = |s12_|<‘p’ 1) for every ¢ € V*.
Throughout the work, we will consider the following assumptions.

H1: o € (0,d — 1) is a fixed real number.
H2: p:[0,4+00) — [0, +00) is of class C!, and such that

s 1o/ @I e LY (R,

with the renormalization

+00 5
/ p(s)s?H1—ds = ok Cy = / o -er*dH (o).
0 d gd—1

The family of mollifiers (p;)¢~0 is defined as

1
pe(r) == —d,o(r/e), r>0, &>0.
&

The convolution kernel J; : R? — R is given by

1 1 d
Je(2) = 82—70[,08(|Z|)W7 zeRY,
and we set
(Je * ) (x) :=/Js(x—y)<p(y)dy, xeQ, ¢el'(Q).
Q
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H3: y : R — 2R is a maximal monotone graph with 0 € y(0), and 7 : R — [0, +00] is the
unique proper, convex and lower semicontinuous function such that 37 = y and 7 (0) =0.
For every A > 0, the Yosida approximation of y is denoted by y, : R — R. Moreover,
IT: R — R is Lipschitz-continuous, and we set IM:R— R as f[(r) = for I(s)ds, r e R.
We will assume, with no loss of generality, that y + 11> 0, and that for every ¢ > 0 there
exist cg, Ag > ( such that

y)i(r) + 1) + (Jg % D(x) > & forae. (rhx)eRxQ, Vie(, Ag).

&

We will denote by D(y) the effective domain of y.
H4: ve L2(0, T; (L*®() N Vp)).

Assumption H1 is needed in order to guarantee that the kernel is of class W!-! in Q. The assump-
tions on the mollifiers stated in H2 correspond to the requirements in [45,46]; assumption H3
includes any type of double-well potential F represented by y + IT such as the logarithmic, the
fourth-order polynomial but also the double-obstacle potential. In particular, 7 encodes the con-
vex part of the potential F' and 1T a further concave perturbation. Note that the potentials Fyol,
Flog, and Fop described in the introduction can all be rewritten in this form. Finally we observe
that our analysis includes quite general velocity fields v, possibly varying both in space and time.
The local limiting energy functional is defined as

1o IVe)2dx  ifpeV,

E:H — [0, 4+00], E =
[ ] @) {+oo ifpe H\'V.

Furthermore, thanks to the assumption H2, it follows that J, € whl (]Rd) for every ¢ > 0 (see
Lemma 3.1 below). This implies in particular that the nonlocal energy satisfies

1
Eeg)i=1 / Je(xr = lp(0) — e Pdxdy < too Ve e H. @1

QxQ

For further details we refer to Section 3.
The local problem is well-posed (see [22,25]) in the following sense.

Theorem 2.1. For every ug € V such that y (ug) € LY(Q) and (up)q € Int D(y), there exists a
triplet (u, u, &), where u is uniquely determined, such that

ueHY0,T; V)YNL®0,T; V)NL*0,T; W),

pel?(0.7:V),

§eLX0.T: H),

u(0) =ug

w=—Au+&+TIl(u),

Eeyu) aeinQ,
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and

(Oru, @)y + / Vu(x) - Ve(x)dx =/u(x)v(x) -Vo(x)dx VeV, aein(0,T).
Q Q

The two main results of this paper are the following: the first one deals with the existence and
uniqueness of solutions to the nonlocal problem for ¢ fixed; the latter concerns the nonlocal-to-
local convergence.

Theorem 2.2. Let ¢ > 0 be fixed. Then, under assumptions HI-H4, for every ug . € H such that
y(uoe) € LY(Q) and (uo.e)q € Int D(y), there exists a triplet (ue, |Le, &), where u, is uniquely
determined, such that

ue € H'(0,T; V)N L*(0, T; V),

pe € L*0,T; V),

£ eL*(0,T;V),

ug(0) =uge

e = (Je * Dtg — Jp % up + & + I(ue),

§ccy(ug) aeinQ,

and
(Orue, @)y + / Viee(x) - Vox)dx = / us(x)v(x) - Vo(x)dx VeV, ae in(0,T).

Q Q
2.2)

Theorem 2.3. Assume HI-H4, let (uo.¢)e~0 C H, and let ug € V be such that

sup (Ea(uo,s) + ”)?(MO,S)”U(Q)) <400,

e>0
Jlag, bol CIntD(y): ao<(uoe)o<by Ve>0,

upe —>uo inH ase\0.

Then, if (ug, e, &) is the solution to the nonlocal problem given by Theorem 2.2, there exists a
solution (u, i, &) to the local problem such that

Ug —> U in CO([O, T, H),

e -~ u in L0, T; HYNHY0,T; V*), (2.3)
pe = p in L*(0,T;V), (2.4)
& —§& inL*0,T;H). (2.5)
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3. Preliminaries

We collect in this section some preliminary results that will be used in the sequel. We first
show that for our choice of « the kernel J, is of class W!!. In what follows, C and M will
denote generic positive constants, whose value might change from line to line.

Lemma 3.1. For every ¢ > 0 it holds that J, € Wh1(RY).

Proof. An elementary computation yields

1 1 1 1
[JS(z)dz:/Tajp(|z|/8)—adz:—zfp(|w|)|w|_°‘dw
e e e

||
R4 R4 R4

1 o
=I5 / p(ryri=1dr,
0

where the right-hand side is finite thanks to H1-H2. Hence, J; € L 1 (Rd ). Furthermore, note that
foreveryi €{l,...,d},
1 PLzD 1zl = pe(zharlz* ! 1 1p/(zl/e)zilzl — ap(lzl/e)zi
aZi Jé‘ (Z) = 82701 |Z|2a = 8d+2701 |Z|a+2 ’

yielding

1 Lp'dzl/el | pdzl/e)
IVIe@I = 77 <g e T e ) (3.1)

The two terms on the right-hand side of (3.1) satisfy

+00
L [ 1p'(Iz]/9)] 1 lp’ (lw]) 1 d—1 1o d—1—a
g |z|® = gatl—d |wl|® = eatl—d N | lo"(r)|r dr
R4 R4 0
and
+00
p(zl/e) o p(lwl) o d—1 d—2—a
O{/ |z|e+1 <= ga+1-d Jw|e+1 dw = gati—d N | p(r)r dr,
R4 R4 0
so that by comparison we have
|Sd_l| +00
[wa@iae< S [ ror+anm) 4 ar,
R4 0

The right-hand side is finite again by H1I-H2, hence J, € W I(RY). O
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As we have anticipated, the fact that J, € W1 (R¢) implies that the nonlocal energy E, is
well defined on the whole space H, i.e. E; : H — [0, +00). Indeed, it easily follows by the
properties of the convolution that

1
Eclp) =5 (Uex Do = Je 50,90y < el ma ol VoeH.
We proceed by studying the regularity of E,, and by characterizing its differential.

Lemma 3.2. Forall ¢ > 0, E, : H — [0, +00) is of class C' and DE, : H — H is given by

(DE(9),¢) = / (Ve Do — Je % @) (x)¢ (x) dx
Q

1
=5 / Je(x =) (@(x) =) x) —¢(y)dxdy ¢, 0 €H.

QxQ

Proof. The proof is a direct consequence of the definition of Gateaux differentiability and of the
linearity of the convolution operator: see [27,28] for details. O

The next lemma provides a characterization of the asymptotic behavior of the energies E.

Lemma 3.3. For every ¢, ¢ € V it holds that
lim E;(¢) = E(p),
e—0

3%/((J5*1)¢—Js*¢) (X)C(X)dx:/vw(X)V{(X)dX-
Q Q

Moreover, for every sequence (¢¢)e~0 C H and ¢ € H it holds that

sup E¢(¢g) < 400 = (¢e)s is relatively compact in H ,
>0

0e—>¢@ inH = E(p) <liminf E, (¢;) .
e—0
Proof. Note that

1 - 2 1
=g [ pelr =0 ey —

QxQ QxQ

_ 2
/58(|x_y|)7|¢’<“ PO ey,

Ix —yI?

where

_ r2—ot
Pe(”)I:/Os(r)gz—_a, r>0.
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The three statements are then a consequence of the results in [45,46] and [28] provided that the
new sequence (pg), of mollifiers satisfies the following properties:

+00

2
fﬁg(r)rd_ldrz— Ve>0,
Cy
0

+00
m% pe(r)rétdr=0 V8§>0.
E—>

§

The first condition follows from H2 and the computation

+00 1 +00 400 5
/ pe(r)r? = dr = pr T / p(r/e)rdt = dr = f p(s)s?H1=o ds = c,’
0 0 0

while the second condition follows from the equality

+00 +00
fﬁs(r)rd_ldrz / p(s)s1= ds
s /e

and the dominated convergence theorem. 0O

Lemma 3.3 above can be used to study the asymptotic behavior of DE, as ¢ — 0. To this aim,
we introduce the operators

B.:H— H, Be(p) :=DE; () =(Jex D)o —Jexp, @ecH,
and
B:V—>V*, (B(go),{):=/Vgo(x)~V§(x)dx, @, LeV.
Q

Lemma 3.3 implies that B.(¢) — B(g) in V* for every ¢ € V as ¢ \( 0. As an immediate
consequence, for every sequence (¢¢). C V such that ¢ — ¢ in V, there holds B.(¢;) — B(p)
in V*. While this identification result is surely enough for standard purposes, it is not entirely
satisfactory. Indeed, in several applications the strong convergence ¢, — ¢ in V is far beyond
reach. The main reason is that the regularity ¢, € V can be generally obtained at ¢ > 0 fixed, but
not uniformly in ¢ (as the gradient of J, blows up as ¢ — 0, as shown in the proof of Lemma 3.1).

The following proposition provides a far more general sufficient condition to identify the limit
of the operators B, without requiring any control in the space V. The main idea is to observe
that for any suitable test function ¢, by symmetry of B, we can write (B (¢:), {) = (B: (L), ¢¢).
Hence, if only ¢, — ¢ in H and { € W is such that B,(¢) = —A¢ in H, then we can still
conclude. However, it is absolutely not trivial to show that (B;(¢)). is bounded in H for a
specific class of functions ¢: in particular, the natural choice { € W does not seem to work. The
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main novelty of the following proposition consists in showing that, nevertheless, any ¢ € W can
be suitably approximated by a sequence (¢.), for which ¢ — ¢ in H and B.({;) > —A¢ in H,
and that this is enough to conclude.

Proposition 3.1. Let (¢:)s C H and ¢ € H be such that o, — ¢ in H and (E;(¢;))¢ is uniformly
bounded. Then, ¢ € V and B;(ps) — B(p) in V*.

Proof. Since (E.(¢:)) is uniformly bounded in &, the family (Bg(¢:)). is uniformly bounded
in V*. Indeed, for every y € V there holds

[(Be(@e), ¥)vI| =2V Ee(@e)vV Ec(¥) < CllYllv,

where the last step is a direct consequence of [11, Theorem 1].

Hence, there exists n € V* such that B, (¢.) — n weakly* in V* along a subsequence. More-
over, the uniform boundedness of (E.(¢.)). also ensures, thanks to Lemma 3.3, that ¢ € V. Now,
we have to show that » = B(p). To this end, let { € W be arbitrary and define

Lo 1= §Q+Eé‘v SES_{_BS(E&‘):_AZ‘

Testing by £, we get, by the Young inequality,
=02 P P =02 1 2
elllelly +2E(8e) = (= AL E)m < 8lILelly + 15 1A8H

for every 8 > 0. By definition (Z;)q = 0, owing to the symmetry of the kernel J, and the defini-
tion of W. Thus, from the generalized Poincaré inequality contained in [45, Theorem 1.1], there
exists ¢, > 0, independent of ¢, such that Ze ||%{ <cp Eq(Zo). Choosing then ¢ sufficiently small
(for example § < 2/cp,), we deduce that there exists M > 0 independent of § such that

2113 + Ee(Ze) < M.

ThanNks to Ehe compactness result in [45, Theorem 1.2], we deguce that there exists E € V such
that ¢, — ¢ strongly in H. By comparison in the equation for ¢ it follows that

B () = —AC  strongly in H.
Now, as B, = DE, on H, we have that
Ee(Ze) + (Be(Ce). ¢ — Lol < Es(£).
Letting ¢ — 0, this yields thanks to Lemma 3.3
E&)+(=A¢z=On < E©),
which implies in turn that V¢ = V¢ almost everywhere in 2. Consequently, recalling that g =
0, we have that { = ¢ — {q. This implies in particular that {; — ¢ in H, and B¢ ({;) > —A(¢ in

H . Moreover, the symmetry of B, and the definition of E, ensure also that
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1 1 1
Ee(gs - {) = E(Be(é‘s - ;), Ce — é‘)H = Ee(gs) - E(Be(é‘g)v ;)H - E(Bs(g), Cs)H + Es(é‘)

1 1
=Ec(8e) — (Be(8e), O + Ec () — EIIVEII% — (AL, ) + EIIVQ“II@ =0.
Now we can conclude. Indeed, on the one hand we have

(Be(@e)s ) = (Be(@e)s Ge — E)m + (Be(@e), O —> 0, i

since, by Lemma 3.3 and the fact that E.(¢.) < M,

|(Be(9e) Ce — O tl <2y Ee(@e)VEe(Ce —§) <2M/Ee(¢e —¢) — 0.

On the other hand,

(Be(@e), 8e)H = (@, Be(8e))m — (@, —AL)p = (B(9), {)v .

Since ¢ € W is arbitrary and W is dense in V, we deduce that n = B(¢), and that the convergence
holds along the entire sequence by uniqueness of the limit, as required. O

We conclude this section with a technical result that will play a key role in the study of
nonlocal-to-local asymptotics.

Lemma 3.4. For every § > 0, there exist Cs > 0 and es > 0 such that, for every sequence
(¢e)e=0 C H it holds

I @er — @ 17 < 8 (Ee, (@er) + Esy(@e,)) + Csllge, — @es I3 Ver,e2 € (0, &5).

Proof. The proof follows from the compactness property in Lemma 3.3, as in [28, Lem. 3] and
[27,Lem. 4]. O

4. The nonlocal problem
This section is devoted to the proof of Theorem 2.2. Our analysis is performed for a fixed

& > 0. In what follows, we will denote by M, a generic constant independent of A.
We consider the auxiliary problem

dter, — Aper = —div(ugv)  in (0, T) x €, @.1)
Men = (Je * Dugp — Je x ugyp + ya(uer) + Muen) in(0,7) x Q, 4.2)
daper =0  in(0,T) x <, 4.3)

e (0) =up,  in, (4.4)

where, for every A > 0, y; : R — R is the Yosida approximation of y, having Lipschitz constant
1/A.

Since J, € WLI(RY), from classical results (see [29,35]) it follows that the approximated
problem (4.1)—(4.4) admits a unique solution (i), ey ), With
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g € H'(0,T; VHNL20,T; V),  pen € L0, T; V).
4.1. Uniform estimates

In this subsection, we show that the solutions to (4.1)—(4.4) satisfy uniform estimates inde-
pendent of A. Recall that here ¢ > 0 is fixed.

Testing (4.1) by pen, (4.2) by 0;uy, and taking the difference, by Lemma 3.2 we obtain
/ |V e (s, )% dx ds + Ee (e, (1)) + /(?A(Max(t, X)) + (e (1, x))) dx
O Q

= E¢(uoe) + /(?A(Mo,a(x)) + IT(ug,e (x))) dx +/Max(57X)V(S,X) “Vidga (s, x)dxds,
Q O

for every t € (0, T'). From the Young inequality, we infer that

1 .
5/|VM8A(S,X)|2dde+Es(uax(l))+/(J7A(ugx(l,x))+H(Msx(l,x)))dx
Q

o
4.5)

t
~ A 1
< Eeluto,) + 17 a0, + ol 1oy + 5 / IV g e (5112 ds.
0

By the generalized Poincar€ inequality in [45], we deduce the existence of a constant ¢, > 0,
independent of X, such that

2
luwgs, — Uer)@lly < cpEe(uey) -
p

Since (ugp)q = (4o,¢)q from (4.1), summing and subtracting (ug.¢)q in the third term on the
right-hand side of (4.5), we have

1 .
5/|VM8A(svx)|2dde+Es(uak(t))+/(J;A(uak(tvx))+H(usk(tax)))dx
O Q

< Ee(uo.e) + 117 (wo.e) + 10,0l 1) + V17 20,7 oo sy 10,6 171

t
+ep / V() 2o gy Ee 1t (5)) s
0

By the Gronwall lemma and the assumptions on ug . and v, there exists a constant M, > 0,
independent of A, such that

||VN«£A||%2(O,T;H) + 1 Ee(ue) Lo, 1) + IIMsAIIiao(O,T;H) =M. (4.6)
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By comparison in (4.1) we also infer that

0iuenll20,7;v+) < Me . 4.7
Now, testing (4.1) by N (usx — (u0,£) ), equation (4.2) by ug — (uo.¢ ), taking the difference,
and using the symmetry of the kernel J,, yields

(Optter, N (uer — (mo,6)@))v + 2E¢(uey) + / Vo (ex () (e (x) — (uo,¢) ) dx

¢ (4.8)

=/uax(X)V(X)-VN(uaA(X)— (uo,e)sz)dx—/H(usx(X))(usx(X)—(uo,s)sz)dX-

Q Q

The first two terms on the left-hand side of (4.8) are bounded in L%(0,T) independently of A
thanks to the estimates (4.6)—(4.7). Owing to the properties of N and the Holder inequality, the
right-hand side of (4.8) can be estimated from above by

el g1Vl Loo @) lter — (o) @llve + ITT(uep) | g llues, — (uo.e)lla

hence they are bounded in L2(0, T) thanks to the Lipschitz-continuity of IT, assumption H4, and
again (4.6). Moreover, since (1o s)q € Int D(y), there exist two constants c¢, ¢, > 0, independent
of A, such that

/ 1 () (1t () — (0.0)2) dx = el o) 1) — €
Q

By comparison, we deduce that
Vo (el 20, 1:01 (@) < Me -
This yields, after integrating equation (4.2) on €2 and using (4.6), the estimate
() ellrzor) < Me,
which together with (4.6) implies
leerll 20, 1:v) < Me 4.9)
Since J, € WL (RY), we directly obtain
| Je * 1] poo(q) < ”Je”Ll(Rd) s
IV(Je * Do) = 1(VJe) * L) < [IVIellpwaey »

(4.10)
IJe *ueilla < I Jell L1 raylluerlla

IV(Je xue)llag = 1(VJe) xuerllm < IV Iellpiwrayluerlla
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which imply, together with (4.6), that
I Je *ueallLooo,7:v) < Mg . (4.11)
Differentiating (4.2) and testing it against Vu,), we have

/ (74 (e () + T (uer (0)) + (Je % D)) [Vites ()| dx
Q

= / (Vieer (x) + V(e kugp) (x) = V(e 1)(x)) - Viugy (x) dx .
Q

Recalling now assumption H3 and using the Young inequality yields

0 2 Cg 2 302 2 302 2 3C2 2
collVuellg < EIIV%AIIH + TIIVMMIIH +TIIV(Js *ue) g +7”V‘IS”LI(Rd)' (4.12)

By combining (4.12) with (4.6) and (4.11), we infer that
lueerll 20,7y < Me - 4.13)
Since V((Jg * Dugy) = (V(Jg % 1))ug) + (Jg * 1) Vg, estimates (4.12) and (4.13) yield
(e Dtell 20,72y < Me - (4.14)

By comparison in equation (4.2), in view of (4.9)—(4.14) and the Lipschitz regularity of IT, we
deduce the bound

||VA(“8A)||L2(()‘T;V) <M.. (4.15)
4.2. Passage to the limit as » {0

We conclude by passing to the limit as A N\ 0 in the approximating problem (4.1)—(4.4), with
e > 0 fixed.

Estimates (4.6)—(4.15) and the classical Aubin-Lions compactness results (see [51, Cor. 4])
ensure that there exist

ue € H'(O, T; VYN L0, T; V),  pe€L*0,T;V), & eL*0,T;V)
such that, as A \ 0,

Ug) —> Ug inL2(0,T;H),
ug, —uy in H'(O,T; V)YNL*0,T; V),
Her = pe in L2(0,T: V),

yaug) =& inL*(0,T: V).
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The strong-weak closure of the maximal monotone operator y (see [0, § 2]) readily implies that
& € vy (uy) almost everywhere in Q, while the Lipschitz-continuity of IT ensures that

(ugy) — M(ue) in L*(0,T; H).

Moreover, since H'(0, T; V*) N L0, T; V) < C°([0, T; H), we also have u.(0) = ug_;. Fi-
nally, the properties of the convolution and the strong convergence of (u.;), yield

(Je * Dugy — (Je x Due in L2(0, T;H),
Jexug)y — Jo xug in L2(0, T;H).

Passing then to the weak limit in the approximated problem (4.1)—(4.4), we complete the proof
of Theorem 2.2. The uniqueness of solution is obtained arguing analogously to [27,28].

5. The nonlocal-to-local asymptotics

In this section, we perform the limit as ¢ N\ 0 in the nonlocal problem in Theorem 2.2, and
we prove Theorem 2.3.

We first note that the assumptions of Theorem 2.3 ensure that the constants (M)~ in esti-

mates (4.6), (4.7), and (4.9) are uniformly bounded in ¢. Hence, by weak lower semicontinuity
we infer that there exists a constant M > 0, independent of ¢, such that

e Z 20,721y + 1B @ell .1y + el o 7oy < M- (5.1)

Testing (1.5) by &, rearranging the terms, and taking (5.1) into account yields

1
/ oG5, P drds + / / JoGr = ) (o5, %) — Ea(5, 1)) (s (5. ) — s (5. y)) de dy ds
0 Q Q0

= /(Ms — I (ue)) (s, X)E (s, x) dx ds < %/|§g(s,x)|2dxds +M.
Qo Qo

(5.2)

The second term on the left hand side of (5.2) is nonnegative as &, € y (u.), and because of H3.
Thus, we infer that

el 200, 7.y =M. 5.3)
By comparison in (1.5), it follows that
(e % Dtg = Je s uell 20,700y < M. (5.4)
Thanks to Aubin-Lions compactness results, estimates (5.1)—(5.4) imply that there exist
ue H' O, T; V)YNL>®(0,T; H), welL?0,T:V), £,nel?0,T; H),
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such that, as € \ 0,

us —u in C°([0,T]; V¥),
ug—u inL>®0,T: H)YNH'0,T; V"),
pe—p inL*(0,T;V),
£ —~& inL*0,T; H),
(Jox Dug —Jox1—n inL*(0,T; H).

The strong convergence of (u.). yields u#(0) = ug. Furthermore, Lemma 3.4 and estimate (5.1)
imply that for every § > 0 there exists Cs > 0 and &5 > 0 such that

litey = ttes g0, 7. 1y < 1 Eey (ttey) + Eey (uey) 20,7 + Cilluey = ey 120 g0,79:v4)
< 2M8+ Csllue, — ey | oo 71,y -
Since § > 0 is arbitrary and (u,). converges strongly in CO([O, T1; V*), we deduce that
u,—u inC°0,T]; H).
This readily implies that & € y (1) by the strong-weak closure of y, and that

M(u:) — M) inC([0, T1; H)

by the Lipschitz-continuity of IT.
Passing to the limit in the weak formulation of (1.4)—(1.7) we infer, by the dominated conver-
gence theorem, that

(3zuy<p)v+/VM(X)-V90(X)dX=/u(X)V(X)-Vw(X)dx
Q Q

for every ¢ € V, almost everywhere in (0, T), and that u =n + & + I1(u).
It only remains to show that u € L*°(0, T; V) N LZ(O, T; W) and n = —Au. To this end, note
that Lemma 3.3 and estimate (5.1) imply that

|E@)|lLe©,1) < lign_)i(l)lfllEa(ua)llLOO(o,T) <M,

which ensures that u € L*°(0, T; V).
Moreover, by Lemma 3.2 we know that, for every ¢ € LZ(O, T;V),

T T

/Ea(”s(s))ds + / ((Je* Dug = Je s ue) (s, x)(@ — ue)(s, x)dxds < / E¢(p(s))ds.

0 0 0
Since uy — u in C([0, T']; H), Lemma 3.3, [11, Theorem 1], and Fatou’s lemma imply that
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1 1
5/|Vu(s,x)|2dxds—i—/n(s,x)(go—u)(s,x)dxds5 §/|V<p(s,x)|2dxds
0 0 0

for every ¢ € L2(0, T; V). Hence, we deduce that n € dE(u), so that

/n(x)(p(x)dx:/Vu(x)oV<p(x)dx YpeV.
Q Q

By the classical elliptic regularity theory we infer that u € L>(0, T; W), n = —Au, and dyu =
0 almost everywhere on 9€2, as required. For more details, we refer the reader to [28]. This
completes the proof of Theorem 2.3.

6. Extensions and applications

In this section we present an overview of some settings in which a direct adaptation of Theo-
rems 2.2 and 2.3 provides existence and nonlocal-to-local convergence.

Periodic boundary conditions. This modeling assumption is equivalent to consider €2 as the
d-dimensional flat torus. Existence, regularity, and nonlocal-to-local convergence have been an-
alyzed in [43,27] for interaction kernels enjoying much weaker integrability assumptions, and
under slightly different hypotheses on the convection velocity v. As a consequence of the peri-
odicity of the problem, J, * 1 is constant over the domain and V(J; xu;) = Je * Vu, = VJ; % u,
hold. The arguments in the proofs of Theorems 2.2 and 2.3 directly yield an extension of the
results for regular kernel also to the setting of periodic boundary conditions.

Viscous case and forcing term. Consider the following viscous nonlocal problem

Oihg — Ape = — div(ugv) in (0,T) x 2, (6.1)
e =TeOitte + (Je % Dug — Je kug +y (ue) + M(ue) — g in(0,7) x 2, (6.2)
Onie =0 in(0,T) x 92, (6.3)

us(0) =up ¢ in 2, 6.4)

and its local counterpart
oru — Ap = —div(uv) in(0,T) x 2, (6.5)
Uu=tou—Au+yw)+Iu)—g in(0,T) x 2, (6.6)
Opt =dpu =0 in(0,T) x 9€2, 6.7
u(0) =ug in Q. (6.8)

For the nonlocal problem 7, > 0 is a viscosity coefficient and g, represents a distributed forcing
term, while for the local one T > 0 is the limiting viscosity parameter. In particular, the choices
7 > 0 and v = 0 correspond to the viscous case and pure case. The above setting, without the
convection term in divergence form, has been studied in [27] under much weaker regularity
assumptions on the interaction kernels. In particular, in [27] existence and convergence were
proven by assuming 7, > 0 for every ¢ > 0.
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Under W !-regularity of the kernel, in problem (6.1)—(6.4) (involving viscosity, a convective
contribution, and a forcing term) we can prove existence also for 7, = 0.
To be precise, the statement of the existence result reads as follows.
Theorem 6.1. Let ¢ > 0 and t, > 0 be fixed. Then, for every (ug.¢, g¢) such that
e €H, Tuoe €V,  Pluoe) €LN Q). (uoe)e € IntD(y),
and

g €L*(0,T;H) ift.>0, g.€HY0,T;H) ift.=0,

there exists a triplet (ug, [e, E), where u, is uniquely determined, such that

ue € H' O, T; VVYNL*0,T; V),  wu.eL*0,T;V),  &eL*0,T;V),
Teue € HY(0, T; HYNL®0,T; V),  tepe € L20,T; W),
ug(0) = Uuo,e

e =TeOilte + (Je % Dug — Je kug +& + I(ue) — ge s
Ecey(ue) ae inQ.

The nonlocal-to-local convergence reads exactly as in [28, Thm. 3.3].
7. Connections with the theory of convergence of gradient flows

We conclude this paper by highlighting the connection between the results in Theorem 2.2
and the notion of evolutionary I'-convergence for gradient flows introduced by E. Sandier and S.
Serfaty in [49] (see also [50] for an overview). In the absence of convection (v = 0), the nonlocal-
to-local convergence in Theorem 2.3, as well as some of the a-priori estimates established in the
proofs of Theorems 2.2 and 2.3 present many similarities with the abstract scheme developed
in [49, Theorem 1.4]. For convenience of the reader, we recall this seminal result below, and
proceed by showing the connection between the theorem below and the proof strategy in our
setting.

Theorem 7.1 ([49]). For every ¢ > 0, let X be a Hilbert space, and let
& : Xe — [0; +00)

be a C'-functional. Assume also that X is a Hilbert space, and that
E:X — [0; +00)

is a C'-functional. For every & > 0, let u € X,, let u® € X, and assume that u? —7 u° in a

suitable topology t, and that
lim £ @?) =EwO).
E—>
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Let (ug)e be a family of conservative solutions for & on [0, T') starting from (ug)g, namely
such that u, € H' (0, T'; X¢), for almost everyt € [0, T),

Orite = _Dngs(us) € X,

and for every t € [0, T),

t
Ec(uD) — Ec(ue(t)) = f 19,ue ()11, ds. (7.1)
0

Assume also that the energy functionals (&), and £ enjoy the following two properties:

C1) if for every € > O there holds v, € H! (0, T; X,), and for a subsequence v (t) —" v(t)
foreveryt €[0,T), thenv € Hl(O, T; X), and for every s € [0, 1),

N S
timint [ 13,055 = [ 13005 P
0 0

C2) if for every & > 0 there holds w, € X, and w, —" w withw € X, then

liminf | Dx, & (we)llx, = |DxEW)llx-

Eventually, assume that there exists a map u € H 1 (0, T; X) such that, for every t € [0,T),
us(t) =" u(t), and

lin}?inffg (e (1)) = E(1)).

Then, u is the solution in [0, T) to the gradient flow associated to the energy functional &, in the

structure given by X, and with initial datum u®.

The theorem above can not directly be applied in our framework. Indeed, despite the non-
local energy functional E. in (2.1) is of class C' (see Lemma 3.2), the overall driving energy
functional for the evolution equation in Theorem 2.2 does not satisfy this regularity assumption,
owing to the presence of the singular double-well potential. As pointed out in [50, Section 2.2],
our convergence result should thus be read within the theory of evolutionary I'-convergence of
gradient flows in the more general setting of metric spaces. We refrain from introducing the
full formalism here: we proceed by just briefly highlighting the main connections between the
general theory in [49,50] and our proof strategy.

We first point out that the solutions to the nonlocal Cahn-Hilliard equations constructed in
Theorem 2.2 (with v = 0) satisfy u, € H'(0, T; V*) and —d,u, € dy~EN" (ue) as elements of
V*, where the subdifferential dy+ is intended in the dual space V*, SgN L is the functional defined
in (2.1), and the double-well potential F is defined as F =y + I (see also H3).

Additionally, the fact that u, is a conservative solution for SsN L in the sense of (7.1) with
the choice X, = X = V* follows directly by testing (2.2) with (—A)~!8,u, and integrating the
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resulting equation with respect to time. Consider now a sequence of initial data (u¢ ¢ ). as in The-
orem 2.3. In view of Theorem 2.3 and Lemma 3.3, we deduce that there exists u € C([0, T']; H)
for which

lin}einffslu(ug(t)) > Eu(1)) + / F(u(t,x))dx foreveryte[0,T).
Q

Eventually, conditions C1) and C2) in our setting correspond to (2.3) and (2.4). Indeed, we
have X, = X = V*. So, C1) coincides with the lower semicontinuity of the norm H Lo, T; v*).
Moreover, we have Dy, & (we) = Ag, so that C2) is implied by (2.4). A crucial peculiarity of
our setting is in the fact that, in order to guarantee the convergence of the gradient flows, it is
also necessary to prove (2.5). The thesis follows then in Theorem 2.3 owing to the closure of the
subdifferential of the double-well potential with respect to the above convergences.

8. Conclusions

We have presented an existence result for a nonlocal Cahn-Hilliard equation with W' in-
teraction kernel, under Neumann boundary conditions, and keeping track of the effects of a
convective term in divergence form. Relying on the a-priori estimates identified in the proof of the
existence result, we have shown convergence to a local Cahn-Hilliard equation as the kernel ap-
proaches a Dirac delta. This is the first nonlocal-to-local asymptotics for nonlocal Cahn-Hilliard
equations satisfying homogeneous Neumann conditions and in the absence of regularizing vis-
cous terms. Eventually, we have presented some extensions to the setting of periodic boundary
conditions and to that of viscous Cahn-Hilliard equations, as well as a comparison with the clas-
sical theory of evolutionary convergence of gradient flows.

Acknowledgments

E.D. and L.T. have been supported by the Austrian Science Fund (FWF) project F 65. E.D.
has been funded by the Austrian Science Fund (FWF) project V 662 N32. The research of E.D.
has been additionally supported from the Austrian Science Fund (FWF) through the grant I 4052
N32, and from BMBWF through the OeAD-WTZ project CZ04/2019.

References

[1] H. Abels, S. Bosia, M. Grasselli, Cahn-Hilliard equation with nonlocal singular free energies, Ann. Mat. Pura Appl.
(4) 194 (4) (2015) 1071-1106.

[2] H. Abels, D. Depner, H. Garcke, On an incompressible Navier-Stokes/Cahn-Hilliard system with degenerate mo-
bility, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 30 (6) (2013) 1175-1190.

[3] H. Abels, M. Roger, Existence of weak solutions for a non-classical sharp interface model for a two-phase flow of
viscous, incompressible fluids, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 26 (6) (2009) 2403-2424.

[4] G. Akagi, G. Schimperna, A. Segatti, Fractional Cahn-Hilliard, Allen-Cahn and porous medium equations, J. Differ.
Equ. 261 (6) (2016) 2935-2985.

[5] G. Akagi, G. Schimperna, A. Segatti, Convergence of solutions for the fractional Cahn-Hilliard system, J. Funct.
Anal. 276 (9) (2019) 2663-2715.

[6] V. Barbu, Nonlinear Differential Equations of Monotone Types in Banach Spaces, Springer Monographs in Mathe-
matics, Springer, New York, 2010.

[7] P.W. Bates, J. Han, The Neumann boundary problem for a nonlocal Cahn-Hilliard equation, J. Differ. Equ. 212 (2)
(2005) 235-277.

56


http://refhub.elsevier.com/S0022-0396(21)00252-7/bibDF513150D4781C4EA44CBFD2500988C1s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibDF513150D4781C4EA44CBFD2500988C1s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibDF885D6ABE1505337E8E438F6ED8505Es1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibDF885D6ABE1505337E8E438F6ED8505Es1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib588F3DCA34A8C8CE279EDA0108BF9126s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib588F3DCA34A8C8CE279EDA0108BF9126s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib88FC6F65EACE1177935831FA74DEC04Ds1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib88FC6F65EACE1177935831FA74DEC04Ds1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib82427F3784E2A15AFA2F4CD3ED7D42E7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib82427F3784E2A15AFA2F4CD3ED7D42E7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib3900562397FBB64109C187739A9298C7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib3900562397FBB64109C187739A9298C7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB60DCCB2445DD1CB4C37E20E43DAB60Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB60DCCB2445DD1CB4C37E20E43DAB60Fs1

E. Davoli, L. Scarpa and L. Trussardi Journal of Differential Equations 289 (2021) 35-58

[8] K.B. Blodgett, Films built by depositing successive monomolecular layers on a solid surface, J. Am. Chem. Soc.
57 (6) (06 1935) 1007-1022.

[9] J.F. Blowey, C.M. Elliott, The Cahn-Hilliard gradient theory for phase separation with nonsmooth free energy. L.
Mathematical analysis, Eur. J. Appl. Math. 2 (3) (1991) 233-280.

[10] M. Bonacini, E. Davoli, M. Morandotti, Analysis of a perturbed Cahn-Hilliard model for Langmuir-Blodgett films,
Nonlinear Differ. Equ. Appl. 26 (5) (2019) 40, Art. 36.

[11] J. Bourgain, H. Brezis, P. Mironescu, Another look at Sobolev spaces, in: Optimal Control and Partial Differential
Equations, I0S, Amsterdam, 2001, pp. 439-455.

[12] J. Bourgain, H. Brezis, P. Mironescu, Limiting embedding theorems for W*:” when s 1 1 and applications, J. Anal.
Math. 87 (2002) 77-101, Dedicated to the memory of Thomas H. Wolft.

[13] FE. Boyer, Nonhomogeneous Cahn-Hilliard fluids, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 18 (2) (2001)
225-259.

[14] J. Cahn, J. Hilliard, Free energy of a nonuniform system. I. Interfacial free energy, J. Chem. Phys. 28 (2) (1958)
258-267.

[15] I. Capuzzo Dolcetta, S. Finzi Vita, R. March, Area-preserving curve-shortening flows: from phase separation to
image processing, Interfaces Free Bound. 4 (4) (2002) 325-343.

[16] L. Cherfils, S. Gatti, A. Miranville, A variational approach to a Cahn-Hilliard model in a domain with nonpermeable
walls, J. Math. Sci. (N.Y.) 189 (4) (2013) 604—636, Problems in mathematical analysis. No. 69.

[17] L. Cherfils, A. Miranville, S. Zelik, The Cahn-Hilliard equation with logarithmic potentials, Milan J. Math. 79 (2)
(2011) 561-596.

[18] L. Cherfils, M. Petcu, A numerical analysis of the Cahn-Hilliard equation with non-permeable walls, Numer. Math.
128 (3) (2014) 517-549.

[19] D.S. Cohen, J.D. Murray, A generalized diffusion model for growth and dispersal in a population, J. Math. Biol.
12 (2) (1981) 237-249.

[20] P. Colli, T. Fukao, Equation and dynamic boundary condition of Cahn-Hilliard type with singular potentials, Non-
linear Anal. 127 (2015) 413-433.

[21] P. Colli, T. Fukao, Nonlinear diffusion equations as asymptotic limits of Cahn-Hilliard systems, J. Differ. Equ.
260 (9) (2016) 6930-6959.

[22] P. Colli, G. Gilardi, J. Sprekels, On the Cahn-Hilliard equation with dynamic boundary conditions and a dominating
boundary potential, J. Math. Anal. Appl. 419 (2) (2014) 972-994.

[23] P. Colli, G. Gilardi, J. Sprekels, On an application of Tikhonov’s fixed point theorem to a nonlocal Cahn-Hilliard
type system modeling phase separation, J. Differ. Equ. 260 (11) (2016) 7940-7964.

[24] P. Colli, G. Gilardi, J. Sprekels, Distributed optimal control of a nonstandard nonlocal phase field system with
double obstacle potential, Evol. Equ. Control Theory 6 (1) (2017) 35-58.

[25] P. Colli, G. Gilardi, J. Sprekels, On a Cahn-Hilliard system with convection and dynamic boundary conditions, Ann.
Mat. Pura Appl. (4) 197 (5) (2018) 1445-1475.

[26] P. Colli, L. Scarpa, From the viscous Cahn-Hilliard equation to a regularized forward-backward parabolic equation,
Asymptot. Anal. 99 (3—4) (2016) 183-205.

[27] E. Davoli, H. Ranetbauer, L. Scarpa, L. Trussardi, Degenerate nonlocal Cahn-Hilliard equations: well-posedness,
regularity and local asymptotics, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 37 (3) (2020) 627-651.

[28] E. Davoli, L. Scarpa, L. Trussardi, Nonlocal-to-local convergence of Cahn-Hilliard equations: Neumann boundary
conditions and viscosity terms, Arch. Ration. Mech. Anal. 239 (1) (2021) 117-149.

[29] F. Della Porta, M. Grasselli, Convective nonlocal Cahn-Hilliard equations with reaction terms, Discrete Contin.
Dyn. Syst., Ser. B 20 (5) (2015) 1529-1553.

[30] F. Della Porta, M. Grasselli, On the nonlocal Cahn-Hilliard-Brinkman and Cahn-Hilliard-Hele-Shaw systems, Com-
mun. Pure Appl. Anal. 15 (2) (2016) 299-317.

[31] A. Eden, V.K. Kalantarov, S.V. Zelik, Global solvability and blow up for the convective Cahn-Hilliard equations
with concave potentials, J. Math. Phys. 54 (4) (2013) 041502, 12.

[32] S.-I. Ei, The effect of nonlocal convection on reaction-diffusion equations, Hiroshima Math. J. 17 (2) (1987)
281-307.

[33] S. Frigeri, K.F. Lam, E. Rocca, On a diffuse interface model for tumour growth with non-local interactions and
degenerate mobilities, in: Solvability, Regularity, and Optimal Control of Boundary Value Problems for PDEs, in:
Springer INAAM Ser., vol. 22, Springer, Cham, 2017, pp. 217-254.

[34] C.G. Gal, Doubly nonlocal Cahn-Hilliard equations, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 35 (2) (2018)
357-392.

[35] C.G. Gal, A. Giorgini, M. Grasselli, The nonlocal Cahn-Hilliard equation with singular potential: well-posedness,
regularity and strict separation property, J. Differ. Equ. 263 (9) (2017) 5253-5297.

57


http://refhub.elsevier.com/S0022-0396(21)00252-7/bibA6F5350F5A2B25A96D66757F761CE65Cs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibA6F5350F5A2B25A96D66757F761CE65Cs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD3DCF429C679F9AF82EB9A3B31C4DF44s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD3DCF429C679F9AF82EB9A3B31C4DF44s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5C0930E24D9F78CA3212B7DE0C071094s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5C0930E24D9F78CA3212B7DE0C071094s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE35EE222E7A27625473CD13A21B18A6As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE35EE222E7A27625473CD13A21B18A6As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibC94221A78EE068BBAC7C9A8EDEF07D6Es1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibC94221A78EE068BBAC7C9A8EDEF07D6Es1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibBF0E1BD668644504E35E8764ED53A744s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibBF0E1BD668644504E35E8764ED53A744s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib1EE0BF89C5D1032317D13A2E022793C8s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib1EE0BF89C5D1032317D13A2E022793C8s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib33C71064B2414DF8E0C1D7BFA98501ACs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib33C71064B2414DF8E0C1D7BFA98501ACs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB6C8EEDBF218AE25A07750C773A20F3Es1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB6C8EEDBF218AE25A07750C773A20F3Es1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5460BB2740F6D0607B9FAC457FB4F66Bs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5460BB2740F6D0607B9FAC457FB4F66Bs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib2A2866B296896234E4F5D2A0C35FC8FFs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib2A2866B296896234E4F5D2A0C35FC8FFs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib763AFB5AFF76CB2A435592CF086BE43As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib763AFB5AFF76CB2A435592CF086BE43As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibFD51B0334003ACD46EE2C1E50134434Cs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibFD51B0334003ACD46EE2C1E50134434Cs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib73A90F96A536368D892E4C3E1E0D2830s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib73A90F96A536368D892E4C3E1E0D2830s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD7E7C3B003DCEA6A9AB64AE87457AC27s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD7E7C3B003DCEA6A9AB64AE87457AC27s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB9E12FF7AB96B668D26AFDF2267E4881s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB9E12FF7AB96B668D26AFDF2267E4881s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE25307E11B0488894C48A71398038F7Bs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE25307E11B0488894C48A71398038F7Bs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibCF4639AA52FF0FB32A51CB506D4B2D4Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibCF4639AA52FF0FB32A51CB506D4B2D4Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib130EA623DEEA25D97A2DD958ED2D9A8Ds1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib130EA623DEEA25D97A2DD958ED2D9A8Ds1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibAA6B5221EAD0C704B23208A4AF530D3As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibAA6B5221EAD0C704B23208A4AF530D3As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5B47DA8ED8E362F539D8F37442AAC301s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5B47DA8ED8E362F539D8F37442AAC301s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib19309EE5B0CBC1D2D2B115A39E5141A5s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib19309EE5B0CBC1D2D2B115A39E5141A5s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib9FD2C0948AF900A65B18A085175879DFs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib9FD2C0948AF900A65B18A085175879DFs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF33A7ECBC6443360CFA77F7B9C37422As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF33A7ECBC6443360CFA77F7B9C37422As1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD863516EC7F3FC0F9D76D26A01540CD0s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD863516EC7F3FC0F9D76D26A01540CD0s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF2F0E800E863286931D3BD8587BBF6A4s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF2F0E800E863286931D3BD8587BBF6A4s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF2F0E800E863286931D3BD8587BBF6A4s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib9E6F12B0A9F6A87DED4457526630E552s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib9E6F12B0A9F6A87DED4457526630E552s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF34DACE6CF105047147FFFCE99A17364s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibF34DACE6CF105047147FFFCE99A17364s1

E. Davoli, L. Scarpa and L. Trussardi Journal of Differential Equations 289 (2021) 35-58

[36] C.G. Gal, M. Grasselli, Asymptotic behavior of a Cahn-Hilliard-Navier-Stokes system in 2D, Ann. Inst. Henri
Poincaré, Anal. Non Linéaire 27 (1) (2010) 401-436.

[37] C.G. Gal, M. Grasselli, Longtime behavior of nonlocal Cahn-Hilliard equations, Discrete Contin. Dyn. Syst. 34 (1)
(2014) 145-179.

[38] G. Giacomin, J. Lebowitz, Phase segregation dynamics in particle systems with long range interactions. I. Macro-
scopic limits, J. Stat. Phys. 87 (1) (1997) 37-61.

[39] G. Gilardi, A. Miranville, G. Schimperna, On the Cahn-Hilliard equation with irregular potentials and dynamic
boundary conditions, Commun. Pure Appl. Anal. 8 (3) (2009) 881-912.

[40] J. Han, The Cauchy problem and steady state solutions for a nonlocal Cahn-Hilliard equation, Electron. J. Differ.
Equ. 113 (2004) 9.

[41] L.I. Ignat, J.D. Rossi, A nonlocal convection-diffusion equation, J. Funct. Anal. 251 (2) (2007) 399-437.

[42] 1. Langmuir, The constitution and fundamental properties of solids and liquids, J. Am. Chem. Soc. 39 (9) (09 1917)
1848-1906.

[43] S. Melchionna, H. Ranetbauer, L. Scarpa, L. Trussardi, From nonlocal to local Cahn-Hilliard equation, Adv. Math.
Sci. Appl. 28 (2) (2019) 197-211.

[44] Y. Oono, S. Puri, Study of phase-separation dynamics by use of cell dynamical systems, Phys. Rev. A 38 (Jul 1988)
434-453.

[45] A.C. Ponce, An estimate in the spirit of Poincaré’s inequality, J. Eur. Math. Soc. 6 (1) (2004) 1-15.

[46] A.C. Ponce, A new approach to Sobolev spaces and connections to I'-convergence, Calc. Var. Partial Differ. Equ.
19 (3) (2004) 229-255.

[47] E. Rocca, J. Sprekels, Optimal distributed control of a nonlocal convective Cahn-Hilliard equation by the velocity
in three dimensions, SIAM J. Control Optim. 53 (3) (2015) 1654-1680.

[48] E. Sandier, S. Serfaty, Limiting vorticities for the Ginzburg-Landau equations, Duke Math. J. 117 (3) (2003)
403-446.

[49] E. Sandier, S. Serfaty, Gamma-convergence of gradient flows with applications to Ginzburg-Landau, Commun. Pure
Appl. Math. 57 (12) (2004) 1627-1672.

[50] S. Serfaty, Stable configurations in superconductivity: uniqueness, multiplicity, and vortex-nucleation, Arch. Ration.
Mech. Anal. 149 (4) (1999) 329-365.

[51] J. Simon, Compact sets in the space L” (0, T; B), Ann. Mat. Pura Appl. (4) 146 (1987) 65-96.

[52] S. Tremaine, On the origin of irregular structure in Saturn’s rings, Astron. J. (2003) 894-901.

[53] S.J. Watson, F. Otto, B.Y. Rubinstein, S.H. Davis, Coarsening dynamics of the convective Cahn-Hilliard equation,
Physica D 178 (3—4) (2003) 127-148.

58


http://refhub.elsevier.com/S0022-0396(21)00252-7/bib36019814DA1F326E5B93ED03D24967DBs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib36019814DA1F326E5B93ED03D24967DBs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib31F6015ABED08A843E56FA6CE9A0B085s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib31F6015ABED08A843E56FA6CE9A0B085s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibAD70939237C6F0D638FE79884D91449Bs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibAD70939237C6F0D638FE79884D91449Bs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib2DFCD282A9F10A419D841DFF14FDAF07s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib2DFCD282A9F10A419D841DFF14FDAF07s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5E445543A7B80D0749170378637C6614s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib5E445543A7B80D0749170378637C6614s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib022C515D8E89B72886AFC890F8FDF44Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib263AB2EAC2168D940FE76675EF8B3081s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib263AB2EAC2168D940FE76675EF8B3081s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibAE6E923FC00C7566CC18EA45AADD5723s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibAE6E923FC00C7566CC18EA45AADD5723s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE54D08327BD2754243812427C132846Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE54D08327BD2754243812427C132846Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibC0AF9601074EFE4C92F3633968D2E47Ds1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib9B8ABEACD3A0FEF3412A1F02A3E2C7DBs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib9B8ABEACD3A0FEF3412A1F02A3E2C7DBs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib215F8F454595562DD9164F7E744972B5s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib215F8F454595562DD9164F7E744972B5s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibA1483A3848847369FFAACA10F1D1C12Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibA1483A3848847369FFAACA10F1D1C12Fs1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD5CF0639EF7D6237C50FF574457FD2F7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibD5CF0639EF7D6237C50FF574457FD2F7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE0B776CAE9C0BA9C901039B888028734s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibE0B776CAE9C0BA9C901039B888028734s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB30BD351371C686298D32281B337E8E9s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bibB88ABAB6840B82DEC9D9794D44550EA7s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib371FC846CDD42D9A3DDE5E24970D0CC4s1
http://refhub.elsevier.com/S0022-0396(21)00252-7/bib371FC846CDD42D9A3DDE5E24970D0CC4s1

	Local asymptotics for nonlocal convective Cahn-Hilliard equations with W1,1 kernel and singular potential
	1 Introduction
	2 Setting and main result
	3 Preliminaries
	4 The nonlocal problem
	4.1 Uniform estimates
	4.2 Passage to the limit as λ↘0

	5 The nonlocal-to-local asymptotics
	6 Extensions and applications
	7 Connections with the theory of convergence of gradient flows
	8 Conclusions
	Acknowledgments
	References


