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All the polynomials above have coefficients from $F$. What if we allow polynomials with matrix coefficients?
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Big question here: Is $\operatorname{lnt}\left(S, M_{n}(D)\right)$ a ring?

- $\operatorname{Int}\left(S, M_{n}(D)\right)$ is closed under addition (easy)
- Is it closed under multiplication?
- Difficulty: polynomials in $M_{n}(K)[x]$ have noncommuting coefficients!
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2. When is $N(S) \neq\{0\}$ ?
3. What are the generators for $N(S)$ (as a two-sided ideal, if possible; otherwise, as a left $M_{n}(F)[x]$-module)?

We will focus on Question \#1.
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## Theorems

1. $S$ is core if and only if $N(S)$ is generated by $\phi_{S}$. Equivalently, $S$ is not core if and only if there exists $f \in N(S)$ with $\operatorname{deg} f<\operatorname{deg} \phi_{S}$.
2. Assume that $S$ is a full conjugacy class.

That is, $S=\left\{U A U^{-1} \mid U \in G L(n, F)\right\}$ for some $A \in M_{n}(F)$.
Then, $S$ is core.

## Example: Intersections of Core Sets Need Not be Core

Let $F$ be a field, $\operatorname{char}(F) \neq 2$
Let $A=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right), \quad B=\left(\begin{array}{cc}0 & -1 \\ 0 & 0\end{array}\right), \quad$ and $\quad C=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$
Let $S_{1}=\{A, C\}$ and $S_{2}=\{B, C\}$

- $\phi_{S_{1}}(x)=x^{2}$ and $\phi_{s_{2}}(x)=x^{2}$
- Neither $N\left(S_{1}\right)$ nor $N\left(S_{2}\right)$ contains a linear polynomial. (Ultimately, this is because both $A-C$ and $B-C$ are invertible.)
Thus, both $S_{1}$ and $S_{2}$ are core (both are generated by $x^{2}$ )
- However, $S_{1} \cap S_{2}=\{C\}$, which is not core.
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2. Each $S_{i}$ is a subset of a conjugacy class.
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1. If $m$ is irreducible, then $S$ is core if and only if $|S| \geq 2$.
2. If $m$ is reducible, then $S$ is core if and only if there exist $A, B \in S$ such that $A-B$ is invertible.
3. Assume $F$ is a finite field with $q$ elements. If $|S| \geq q+1$, then $S$ is core.
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If each $S_{i}$ is core, then $S$ is core. Does the converse hold?

## Theorem

Assume $m_{i}$ is quadratic and $S_{i}$ is not core.

1. Irreducible case: Assume $m_{i}$ is irreducible.

Then, $S$ is not core.
2. Repeated root case: Assume $m_{i}(x)=(x-a)^{2}$ for some $a \in F$. Then, $S$ is not core.
3. Distinct root case: Assume $m_{i}(x)=(x-a)(x-b)$ for $a, b \in F$ with $a \neq b$. Then, $S$ may or may not be core. It depends on the other classes $S_{j}$ with $j \neq i$. (This is the "wild" case.)
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## Some Confounding Examples

$$
\begin{aligned}
A_{1} & =\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), A_{2}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 0
\end{array}\right), & A_{3} & =\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), A_{4}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \\
S & =\left\{A_{1}, A_{2}, A_{3}\right\}, & & =\left\{A_{1}, A_{2}, A_{4}\right\} \\
\phi_{S}(x) & =x(x-1)(x+1) & \phi_{T}(x) & =x(x-1)(x+1)
\end{aligned}
$$

Why is $S$ core but $T$ is not core????

## Sketch of an answer:

- We need to look at left annihilators of translations $A-a$, where a solves $\mu_{A}$

|  | Translate by 0 | Translate by 1 | Translate by -1 |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | $A_{1}-0=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ | $A_{1}-1=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ |  |
| $A_{2}$ | $A_{2}-0=\left(\begin{array}{cc}-1 & 0 \\ 0 & 0\end{array}\right)$ |  | $A_{2}+1=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ |
| $A_{3}$ |  | $A_{3}-1=\left(\begin{array}{cc}0 & 0 \\ 0 & -2\end{array}\right)$ | $A_{3}+1=\left(\begin{array}{cc}-2 & 0 \\ 0 & 0\end{array}\right)$ |
| $A_{4}$ |  | $A_{4}-1=\left(\begin{array}{cc}-2 & 0 \\ 0 & 0\end{array}\right)$ | $A_{4}+1=\left(\begin{array}{ll}0 & 0 \\ 0 & 2\end{array}\right)$ |

- The matrix $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ is in the left annihilator of each of $A_{1}-0, A_{2}+1$, and $A_{4}+1$. So, $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) x(x+1) \in N(T)$
- To obtain a similar element in $N(S)$, we need to translate by 0,1 , and -1 . The resulting polynomial is a multiple of $x(x-1)(x+1)$.


## Algorithm to decide if a finite subset of $M_{2}(F)$ is core

Given a finite set $S \subseteq M_{2}(F)$ :

1. Partition $S$ into conjugacy classes $S=S_{1} \cup \cdots \cup S_{k}$.

For each $i$, let $\phi_{i}=\phi_{S_{i}}$. Then, $\operatorname{deg} \phi_{i} \leq 2$.
2. Determine whether each $S_{i}$ is core.

- If each $S_{i}$ is core, then $S$ is core.
- If some $S_{i}$ is not core and $\phi_{i}$ is either irreducible quadratic or quadratic with a repeated root, then $S$ is not core.

3. Let $S_{0}$ be the union of all the $S_{i}$ that are core.

Let $T=S \backslash S_{0}$. Then, $T$ is a union of non-core classes, and each class corresponds to a min. poly. of the form $(x-a)(x-b)$ with $a \neq b$.

Examine the left annihilators of translates of elements of $T$.
These annihilators can allow us to determine whether $S$ is core.
Is there a better method to identify core sets?

## Summary

- There is a connection between null ideals and integer-valued polynomials. This holds even in noncommutative settings! (e.g. for matrix rings)
- Solved problem: Determine all the finite core subsets of $M_{2}(F)$


## Open problems:

1. For an integral domain $D$, which subsets $S \subseteq M_{n}(D)$ are such that $\operatorname{lnt}\left(S, M_{n}(D)\right)$ is a ring?

- Are null ideals the best method to find these subsets?

2. Enumerate or estimate the number of core subsets.

- Are core subsets common? Are they sparse?
- When $F$ is finite, how many core subsets does $M_{2}(F)$ contain?

3. Classify/describe the infinite core subsets of $M_{2}(F)$.
4. Identify generators of non-core subsets of $M_{2}(F)$.
5. Explore null ideals and core subsets of $M_{n}(F)$ for $n \geq 3$.

## THANK YOU!!
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