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ABSTRACT

Purpose: To accelerate dynamic MR applications using Infimal Convolution of Total Generalized Variation functionals (ICTGV) as spatio-temporal regularization for image reconstruction.

Theory and Methods: ICTGV comprises a new image prior tailored to dynamic data that achieves regularization via optimal local balancing between spatial and temporal regularity. Here it is applied for the first time to the reconstruction of dynamic MRI data. CINE and perfusion scans were investigated to study the influence of time dependent morphology and temporal contrast changes. ICTGV regularized reconstruction from subsampled MR data is formulated as a convex optimization problem. Global solutions are obtained by employing a duality based non-smooth optimization algorithm.

Results: The reconstruction error remains on a low level with acceleration factors up to 16 for both CINE and DCE MRI data. The GPU implementation of the algorithm suites clinical demands by reducing reconstruction times of one dataset to less than 4 minutes.

Conclusion: ICTGV based dMRI reconstruction allows for vast undersampling and therefore enables for very high spatial and temporal resolutions, spatial coverage and reduced scan time. With the proposed distinction of model and regularization parameters it offers a new and robust method of flexible decomposition into components with different degrees of temporal regularity.
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INTRODUCTION

Dynamic Magnetic Resonance Imaging (dMRI) is an important technique for a broad range of applications from cardiac CINE imaging to dynamic contrast-enhanced (DCE) MRI. It generally aims to visualize time dependent changes of morphology or contrast. A common issue of all dMRI applications is the ultimate trade-off between spatial and temporal resolution. Consequently, dMRI applications benefited strongly from parallel imaging (PI) (1, 2, 3) due to the possibility of reducing the number of acquired k-space data. Successful modifications of PI techniques tailored to dMRI were reported in the past (4, 5, 6, 7).

Compressed Sensing (CS), with the mathematical foundation established in (8, 9), further improved dMRI by adding sparsity constraints to the reconstruction problem. Since the image sequence is not sparse itself, different sparsifying transformations such as a temporal Fourier-Transformation (tFT) (10, 11), a Wavelet transform (12), spatio-temporal finite differences (13) or combinations of these (14, 15) were proposed.

While, e.g., tFP turned out to be a suitable choice for periodic applications such as cardiac CINE imaging, limitations were reported for the non-periodic setting such as DCE applications. In (16), Liang proposed to reconstruct undersampled dynamic data by exploiting a representation with a low number of temporal basis functions learned by singular value decomposition from fully sampled low resolution data. This method was the basis for following work as described in (17, 18), employing principal component analysis (PCA),
and more recently in (19), to efficiently reconstruct dynamic data. Using PCA as sparsifying transform as surrogate of tFT was also discussed in (10, 15).

The exploration of data driven sparsifying transforms as with PCA assumes that the dynamic data lies in a low dimensional subspace, e.g., that an appropriate matrix representation of the image sequence is of low rank. Mathematical foundations of low-rank matrix recovery from undersampled data were studied in (20), where the nuclear norm is used as convex relaxation of the non-convex low-rank constraint. One of the first applications of such a regularization to dMRI reconstruction was reported in (21), where also the connection to the earlier work of (16) was pointed out. In consequence to former findings of using sparsity constraints for dMRI reconstructions, a joint combination of sparsity and low-rank constraints on dMRI data was developed in (22, 23, 24). In (22), non-convex Schatten p-quasi-norms were suggested as improvement to the nuclear norm, which, due to non-convexity, impose more difficulties to computing a robust numerical solution. In (25, 26) a decomposition into low-rank and sparse component (L+S) was proposed which is also referred to as robust PCA. This was applied in (27, 28, 29) to dMRI reconstruction, explicitly in combination with parallel imaging in (28). In (28), the authors argue that L+S is a natural choice for dynamic data as it models innovations on top of a highly correlated background and is therefore applicable for all kind of dMRI applications. Actually, these models require a global and explicit separation of dynamic data and background. Such a separation is, however, not generally applicable and current works employ a patch-based decomposition to locally improve reconstruction quality (30, 31, 32) with increased computational complexity. In (32) for instance, patches are generated from an initial dynamic CS reconstruction via motion tracking, and a patch-based low-rank reconstruction is then carried out for further improvement. A similar yet more specific approach for a compensation of breathing-motion in cardiac perfusion with motion tracking MRI was presented in (33). In (19), PCA is applied to obtain temporal basis functions from low-resolution data. These are used as L1-penalized model-consistency constraints rather than imposing strict low-rank assumptions, while the model order needs to be determined heuristically. Overall, the previously discussed CS methods require an incoherence in the data domain, which can be achieved for MRI by specific modified sampling trajectories for Cartesian (34) or Non-Cartesian (35, 36) data.

Generalizing CS approaches, variational models for image reconstruction allow to introduce appropriate assumptions on an unknown object which do not necessarily rely on sparsity. Prior knowledge enters in a regularization functional which is weighted against data fidelity. For morphological image reconstruction, the Total Generalized Variation (TGV) functional (37, 38), a higher order extension of the well-known Total Variation (TV) functional (39), has been proven to be a favorable image prior in MRI reconstruction (40). By optimally balancing between different orders of differentiation, the TGV functional realizes an image model that enforces linear or polynomial smoothness while still allowing jumps, i.e., sharp boundaries. While such a model proved to be effective for still images, the question of how to suitably extend such an approach to dynamic data was addressed recently in a general context (41). There, a convex spatio-temporal regularization functional is proposed that optimally balances between (higher order) spatial and temporal
regularity by employing an *infimal convolution of differently weighted TGV functionals* (ICTGV). This yields an analytically well-defined and computationally tractable regularization functional that enables the *automatic separation* of a dynamic sequence into components where either *strong spatial* or *strong temporal* regularization is beneficial.

In the present work, the ICTGV-functional is applied for the first time to the reconstruction of highly undersampled dynamic MR-data from different applications.

**THEORY**

Infimal Convolution of Total Variation Type Functionals

In order to achieve a stable reconstruction method for highly subsampled, noisy dMRI data, we employ spatio-temporal regularization in a variational context: Given a suitable spatio-temporal regularization functional $\mathcal{R}$ and a data fidelity term $\mathcal{D}$ modeling the MR data acquisition process with acquired noisy data $d$, we aim at reconstructing an image sequence $\hat{u}$ by solving

$$\hat{u} \in \arg \min_u \mathcal{D}(u, d) + \mathcal{R}(u).$$

Due to undersampling only a small subset of the dMRI data is known. This results in ill-posedness of the image reconstruction problem, and hence the regularization term $\mathcal{R}$ plays a crucial role.

For stationary morphologic images, regularization functionals that enforce piecewise smoothness, such as Total Variation (TV) (39) and Total Generalized Variation (TGV) (37, 38), have been successfully applied to the reconstruction from undersampled MRI data (40, 42).

Our goal is to suitably extend this concept to dynamic data by exploiting temporal correlation. For that purpose, the spatial and temporal dimension are combined in one data space, for which the different scaling of the temporal dimension introduces a parameter that has no physical meaning. For TV regularization, this parameter corresponds to a weighting of the temporal derivative and hence defines a trade-off between spatial and temporal regularization. Defining for example

$$TV_\beta(u) = \|\nabla_\beta u\|_1, \quad \text{with} \quad |\nabla_\beta u| = \sqrt{(\mu_1 \partial_x u)^2 + (\mu_1 \partial_y u)^2 + (\mu_2 \partial_t u)^2},$$

and $\beta = (\mu_1, \mu_2)$, the ratio $\frac{\mu_2}{\mu_1}$ fixes the space-time scaling for the whole data set and leads to a temporal regularization proportional to the value of $\frac{\mu_2}{\mu_1}$. As this ratio is not predefined, it can be tuned to adapt the regularization properties. For typical dMRI datasets, however, a uniform choice is difficult due to local, contradicting requirements. Different parts of a dynamic data set may require either a stronger spatial or stronger temporal regularization depending on the dynamic properties of the investigated region.

The spatio-temporal regularization approach proposed in (41) fulfills both requirements by combining two
regularization functionals $TV_{\beta_1}$ and $TV_{\beta_2}$, with different parameter-tuples $\beta_1$ and $\beta_2$, enforcing stronger and weaker temporal regularization, respectively, as follows:

$$ICTV(u) = \min_v TV_{\beta_1}(u - v) + \gamma TV_{\beta_2}(v).$$

This way of combining two convex functionals is well-known in convex analysis and is called infimal-convolution due to analogy to the convolution operation in Fourier analysis. A main advantage of this approach is that it allows for a local, adaptive decomposition of the dataset into two image components $(u - v)$ and $v$, each measured in terms of the respective regularization functional.

The infimal-convolution functional itself optimally balances both components and provides a first component $(u - v)$, with less dynamic information due to high temporal regularity, and a second component $v$, with more dynamic change. As we will see, such an optimal balancing comprises a flexible but tailored convex spatio-temporal regularization approach that benefits from the inherent temporal redundancy of dynamic data and, consequently, allows a high reconstruction quality even in situations with strong undersampling.

To avoid the introduction of staircasing artifacts of TV regularization, we follow the theory provided in (41) and balance between two differently weighted second-order spatio-temporal TGV functionals. As different weightings of the temporal derivative can, in a more abstract setting, be realized with a weighted gradient and weighted matrix valued symmetrized derivative, we define the ICTGV regularization functional as

$$ICTGV^2_{\beta, \gamma}(u) = \min_v TGV^2_{\beta_1}(u - v) + \gamma TGV^2_{\beta_2}(v),$$

where

$$TGV^2_{\beta}(u) = \min_w |\nabla_{\beta} u - w|_1 + |E_{\beta} w|_1$$

employs the weighted gradient $\nabla_{\beta}$ and the weighted symmetrized gradient $E_{\beta} w = \frac{1}{2}(\nabla_{\beta} w + \nabla_{\beta} w^T)$, respectively. In practice, these weightings are chosen such that the functionals focus either on spatial or temporal regularity.

The proposed regularization functional hence optimally decomposes the image sequence in two components, both following a spatio-temporal TGV model, but with differently parametrized dynamics. It will not only favor image sequences that are sparse with respect to either of the two models, but also the ones that can be split as sum of two components, either component being preferred by one of the two parametrized TGV terms.

It was shown in (41) that ICTGV yields an analytically well defined convex regularization functional that, in the setting of differently weighting temporal and spatial derivatives, is invariant with respect to translations and rotations in space. Numerically, the solution of ICTGV regularized inverse problems can be carried out with the same techniques as for TV regularization, only the number of variables increases. In particular, in case of a convex data fidelity such as the one resulting from MR modeling, state of the art duality based optimization algorithms can be applied easily and the approximation of globally optimal solutions can be assured.
The application of ICTGV to dynamic MRI

The application of ICTGV regularization for reconstruction of accelerated dynamic MRI amounts to solve the following minimization problem

\[
\hat{u} \in \arg \min_u \frac{\lambda}{2} \sum_{f,c} \| F_f(b_c u_f) - d_{f,c} \|_2^2 + \text{ICTGV}_{\beta,\gamma}^2(u), \tag{2}
\]

where \( f \) enumerates different time frames, \( c \) the receiver coils and \( F_f \) denotes the Fourier operator that accounts for the acquired time dependent samples of the desired magnetization \( u_f \) at frame \( f \), considering the influence of the coil sensitivity distribution \( b_c \). For non-Cartesian acquisitions a nonuniform Fourier-transform (43) is applied. For the solution of Eq. 2 the coil sensitivities are assumed to be known. In this work they were determined a-priori from the subsampled dataset with an algorithm described in (44). The undersampled measurements of each single coil at frame \( f \) are denoted with \( d_{f,c} \). Due to normal-distributed noise characteristics in MRI, the data-fidelity term is the \( L^2 \) discrepancy. The multiplication of the time frames \( (u_f)_f \) with the sensitivity profiles \( (b_c)_c \) is defined pointwise in space. The minimization problem of Eq. 2 is non-smooth but convex and can be solved by a first order duality based method (45) that results in a rather simple but efficient implementation (see Section “Discretization and Numerical Solution” in the Appendix).

Model and regularization parameters

Variational methods use a regularization parameter, denoted by \( \lambda \) in Eq. 2, that weights data fidelity versus regularization and should be chosen according to the expected noise level. In addition to that, the proposed regularization functional encompasses several weighting parameters that define a model of the expected image structure (model parameters). As described in detail below, we parametrize the ICTGV functional using three model parameters. This is carried out in a way that a variation of the model parameters does not influence the overall trade-off between regularization and data fidelity. Hence the three model parameters can be learned only once for an expected image structure, e.g., CINE cardiac imaging, and remain afterwards unaffected from the noise level and subsampling ratio of subsequent measurements. As automatic choice of the regularization parameter, we propose a linear adaption to the subsampling factor.

Model parameters: A first parameter that is inherent to TGV regularization is the ratio \( \frac{\alpha_1}{\alpha_0} \) that defines the weighting of the different orders of differentiation. Previous TGV imaging applications and studies found that fixing this ratio to \( \frac{1}{\sqrt{2}} \) yields a robust choice (40, 46), which is hence used throughout this work. Now rewriting ICTGV as

\[
\text{ICTGV}_{\beta,\gamma}(u) = \min_v \gamma_1(s) \text{TGV}_{\beta(t_1)}^2(u - v) + \gamma_2(s) \text{TGV}_{\beta(t_2)}^2(v) \tag{3}
\]

lets the functional depend on three parameters: \( s \in [0,1] \) which defines the weights \( \gamma_i(s) \) of the first and the second TGV functional and the \( t_1, t_2 \in (0, \infty) \) which define the tuples \( \beta(t_1), \beta(t_2) \) that correspond to two
different weightings of the temporal versus the spatial derivative as detailed below. The weights \( \gamma_1(s) \) and \( \gamma_2(s) \) are chosen with the intention of not influencing the trade-off between data fidelity and regularization as follows:

\[
\gamma_1(s) := \frac{s}{\min(s, 1 - s)}, \quad \gamma_2(s) := \frac{1 - s}{\min(s, 1 - s)}.
\]

In contrast to a straightforward convex combination as \( s \) and \( (1 - s) \), this ensures that the overall cost of the functional does not reduce to zero as \( s \) comes close to zero or one. The smaller of the two factors \( \gamma_1(s) \) and \( \gamma_2(s) \) always equals one and hence \( s \) allows to balance between the TGV\(^2\)\(_{(\beta,t)}\) without reducing or increasing the overall cost of ICTGV\(_{\beta,\gamma}\).

In order to normalize the weighting between spatial and temporal regularization we pursue the following approach: Given weights \( \mu_1 \) and \( \mu_2 \) of the spatial and temporal derivative, respectively, we require that integrating the resulting vector norm on the gradient over all possible directions gives the same results as the standard Euclidean norm. This amounts to fix

\[
1 = \frac{1}{2\pi} \int_0^{\pi} \int_0^{2\pi} \sqrt{(\mu_1 \sin \theta \cos \varphi)^2 + (\mu_1 \sin \theta \sin \varphi)^2 + (\mu_2 \cos \theta)^2} \, d\varphi \, d\theta
\]

and provides the spatial and temporal weight as function of their ratio, i.e., \( (\mu_1, \mu_2) = (t) \), with \( t = \frac{\mu_2}{\mu_1} \in (0, \infty) \) a given ratio.

**Regularization parameter:** Given a fixed set of model parameters, our method requires only the choice of one regularization parameter. This choice should depend on the signal-to-noise-ratio (SNR), the number of voxels and time frames and the subsampling rate of the MR data. Indeed, concerning the latter, the cost of the data fidelity term decreases linearly with the subsampling ratio, since the forward operator maps only to sampled data. Based on this observation we define the regularization parameter as a linear function of the subsampling factor \( r \), i.e., \( \lambda(r) = kr + d \), and hence need to fix \( k \) and \( d \). A further adaption to the noise level and image dimension is possible but omitted for the sake of simplicity.

**METHODS**

Data acquisition and evaluation

The proposed reconstruction technique was applied to CINE cardiac MRI and to non-stress cardiac perfusion imaging. CINE cardiac MRI was evaluated with two datasets. One dataset was made available from the ISMRM reconstruction challenge 2013-2014\(^1\) and the second dataset was a retrospectively gated bSSFP short-axis view of a health volunteer measured on 3T scanner (Skyra, Siemens Healthcare, Erlangen, Germany) with the following scan parameters: FOV = 274.62 mm \( \times 340 \) mm, matrix size = 208 \( \times 168 \), 25 cardiac phases with a temporal resolution of 42.72 ms, TR/TE/FA = 3.56 ms/1.78 ms/40°, 6 mm slice-thickness, TA=16 s.

For reconstruction 30 channels from spine- and body-coil elements were automatically selected.

\(^1\)http://challenge.ismrm.org/
One dynamic perfusion dataset was made available from New York School of Medicine (NYU). It was acquired in a healthy adult volunteer with a modified Turbo-FLASH pulse sequence on a whole-body 3T scanner (Tim Trio, Siemens Healthcare, Erlangen, Germany) using a 12-element matrix coil array and was already used for evaluation purposes of undersampled dynamic MRI reconstruction in (28).

Different levels of acceleration from 4 to 16 were simulated from the fully-sampled multi-coil data with an optimized Cartesian sampling scheme for dynamic time-series as proposed in (34), which was found to be more efficient as variable density sampling. Multi-coil reconstructions from ICTGV, spatio-temporal TGV, TV and L+S (28) were evaluated quantitatively by means of structural-similarity-index (SSIM)(47) and signal-to-error ratio (SER) as used in (22, 29), against the sum-of-squares (SOS) reconstruction of the fully sampled data within a region of interest encompassing the heart. For additional evaluation of single-coil reconstructions with kt-RPCA (29), kt-SLR (22) and kt-FOCUSS (10) the coil-combined fully sampled references were transformed to data space. Artificial degrees of subsampling from 2 to 12 were computed again with the sampling pattern described in (34) with an additional block of 8 lines of low-resolution data around the k-space-center. This results in effective acceleration factors $r \in \{1.96, 3.6, 5.2, 6.5, 7.5\}$ for the CINE cardiac and $r \in \{1.9, 3.5, 4.8, 5.7, 6.5, 7.3\}$ for the cardiac perfusion dataset.

The image reconstruction pipeline for ICTGV, TGV and TV was implemented in C++ with CUDA support using the AGILE library (48). The reconstruction framework with examples can be found online at https://github.com/IMTtugraz/AVIONIC. For the L+S reconstruction, the implementation provided at http://cai2r.net/resources/software was used, where the proposed temporal Fourier transform was replaced by a temporal TV regularization, also provided by the authors, since this improved results. For comparison to kt-RPCA, kt-SLR and kt-FOCUSS the reconstruction code provided online by the authors was used.

For ICTGV, a parameter learning, as described in more detail below, was carried out a-priori and parameters where then fixed for CINE and perfusion imaging for all further experiments. A similar parameter learning was also carried out for TGV and TV based reconstruction. In contrast to that, to ensure the best results, the parameters for L+S reconstruction were optimized separately for each individual case and acceleration factor used in the evaluation. Optimization was carried out on the parameter range as described in (28) and parameters were adapted for each case based on quantitative comparison to the (in practice unknown) ground truth. The parameter choices for kt-RPCA, kt-SLR and kt-FOCUSS were also trained a-priori according to the parameter-ranges described in (29) for one acceleration factor of $r = 8$ (with additional k-space-center lines for kt-FOCUSS). As result, the parameters were fixed to $(\mu^{\text{perf}}, \rho^{\text{perf}}) = (200, 2)$, $(\mu^{\text{CINE}}, \rho^{\text{CINE}}) = (10, 2)$ for kt-RPCA, $(\alpha^{\text{perf}}, \beta^{\text{perf}}) = (\alpha^{\text{CINE}}, \beta^{\text{CINE}}) = (500, 10^{-3})$ for kt-SLR and $\lambda^{\text{perf}} = \lambda^{\text{CINE}} = 10^{-3}$ for kt-FOCUSS, respectively. The coil sensitivities for all multi-coil reconstructions were estimated with an iterative variational approach from the subsampled data as described in (44).

---

Parameter learning

The three model parameters $s$, $t_1$, $t_2$ as described in Section “Model and regularization parameters” were fixed by evaluating a range of parameter sets with respect to SSIM and root-mean-square error (RMSE). For CINE cardiac imaging, two test cases from the ISMRM reconstruction challenge 2013-2014, different from the ones presented in the evaluation below, were used. The training was carried out for two factors of undersampling ($r_1 = 5$, $r_2 = 10$), for which a ground truth and a good choice of regularization parameter was known. For cardiac perfusion imaging, the model parameter training was carried out with the MRXCAT perfusion phantom (49) with a selected slice in mid-ventricular short-axis view, standard settings and additional subsampling of $r = 6$, and the perfusion dataset from NYU. As a result, the model parameters were fixed as $(t_1, t_2, s) = (4, 0.5, 0.5)$ for CINE cardiac imaging and $(t_1, t_2, s) = (9, 1, 0.6423)$ for cardiac perfusion imaging. The same test cases (the ISMRM cases for CINE imaging and the phantom for perfusion imaging) were also used for regularization parameter learning. Based on the sampling-pattern described in (34), incomplete data was generated for different subsampling rates and the reconstructions for different parameter choices were compared against the ground truth. According to these experiments, final values for $k$ and $d$ were fixed to $(k, d) = (0.34, 4.57)$ for CINE cardiac and $(k, d) = (0.08, 1.56)$ for cardiac perfusion imaging. Single-coil reconstructions were carried out with the same parameters as for the multi-coil setting.

An exemplary visualization of our results for parameter tuning is displayed in Figure 1 and Figure 2, respectively. A summary of all relevant parameter choices is given in Table 1. We also remark that, in order to remove a dependency of the regularization parameter from the signal range of the image data, we carried out a normalization to the median of the highest ten percent of the time-averaged reconstruction as preprocessing step.

Discretization and Numerical Solution

We denote by $N$ and $M$ the image space dimensions, by $T$ the number of time frames, by $U = \mathbb{C}^{N \times M \times T}$ the space of image sequences and by $C$ the number of coils. We define a forward operator mapping from $U$ to the reduced multi-channel dMRI data $d \in \mathbb{C}^{N \times M \times T \times C}$ as

$$K : u \mapsto (\mathcal{F}_f (b_c u_f))_{f,c},$$

following the notation defined in Eq. 2. Including the given space-time weights $(\mu_{1,i}, \mu_{2,i}) = \beta_i = \beta(t_i)$ (see Section “Parameter learning”) in the differential operators we also define

$$\nabla_{\beta_i} : U \rightarrow U^3 \quad \text{and} \quad \mathcal{E}_{\beta_i} : U^3 \rightarrow U^6$$

to be a spatio-temporal gradient and spatio-temporal symmetrized gradient operator, respectively. With balancing values $\gamma_i = \gamma_i(s)$, $\| \cdot \|_2$ a discrete $L^2$ norm and $\| \cdot \|_1$ a discrete $L^1$ norm employing the standard Euclidean norm pointwise, ICTGV regularized dMRI reconstruction as in Eq. 2 can be re-written as
Figure 1: Evaluation of the model parameters $s, t_1, t_2$ by means of RMSE (solid lines) and SSIM (dashed lines) for a CINE cardiac test-case with acceleration factors $r = 5$ (a) and $r = 10$ (b). The colors indicate three different choices for $s$. The horizontal axis show different values for $t_1$ and the vertical axis the corresponding best RMSE and SSIM values achieved with $t_2 \in \{0.2, 0.4, 0.5, 1, 2.5, 3\}$, which are marked (arrow) with the corresponding best value for $t_2$. 
Figure 2: (a) RMSE (blue curves) and SSIM (red curves) evaluation exemplified for one CINE cardiac test case for different regularization parameters $\lambda$ and acceleration factors $r = 4$ (solid line), $r = 8$ (dashed line), $r = 12$ (dashed-dotted line) and $r = 16$ (dotted line). The corresponding optimal values for $\lambda$ are indicated with black circles and were calculated by spline-interpolation between the used sample-points. (b) Optimal values for $\lambda$ according to RMSE (blue) and SSIM (red) for different acceleration factors and the test case displayed in (a) (squares) and the second test case (dots). The linear regression to both cases and metrics (black dashed line) yields the proposed parameter choice.
Table 1: Regularization and model parameter choice

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Denomination</th>
<th>Chosen value</th>
<th>Testing range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0/\alpha_1$</td>
<td>Ratio of TGV weights</td>
<td>$1/\sqrt{2}$</td>
<td>$1/\sqrt{2}$</td>
</tr>
<tr>
<td>$t_1 \rightarrow \beta(t_1)$</td>
<td>Spatio-temporal weight 1st component</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>$t_2 \rightarrow \beta(t_2)$</td>
<td>Spatio-temporal weight 2nd component</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>$s \rightarrow \gamma_{1,2}(s)$</td>
<td>Weighting between 1st and 2nd component</td>
<td>0.5</td>
<td>0.6423</td>
</tr>
</tbody>
</table>

Regularization parameter

<table>
<thead>
<tr>
<th>$\lambda(r) = kr + d$</th>
<th>Regularization parameter</th>
<th>--</th>
<th>$\lambda \in [0.5, \cdots, 27]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Slope</td>
<td>0.34</td>
<td>0.08</td>
</tr>
<tr>
<td>$d$</td>
<td>Intercept</td>
<td>4.57</td>
<td>1.56</td>
</tr>
</tbody>
</table>

\[
\min_{u,v,w_1,w_2} \frac{\lambda}{2} \| Ku - d \|^2 + \gamma_1 (\alpha_1 \| \nabla \beta_1 u - v \|_1 + \alpha_0 \| \mathcal{E} \beta_1 w_1 \|_1) + \gamma_2 (\alpha_1 \| \nabla \beta_2 v - w_2 \|_1 + \alpha_0 \| \mathcal{E} \beta_2 w_2 \|_1) \tag{5}
\]

From an abstract viewpoint Eq. 5 constitutes a convex problem of the form

\[
\min_x F(Hx)
\]

with $H$ being a linear operator and $F$ a convex, lower semi-continuous functional. Employing convex duality, i.e., that $F(x) = \sup_y (x, y) - F^*(y)$ with $F^*$ denoting the convex conjugate of $F$, we can further obtain an equivalent saddle-point reformulation as

\[
\min_x \max_y (Hx, y) - F^*(y)
\]

This saddle-point problem is then solved by the primal-dual algorithm of (45) in a way that requires only simple, explicit calculations and such that global convergence to an optimal solution is guaranteed. Proper convergence of the algorithm was ensured by computing an approximation of a duality gap (46) that is known to be zero only for the optimal solutions. As, according to our experience, 500 iterations are sufficient for the duality gap to indicate a voxel-wise error in the range of $[10^{-5}, 10^{-2}]$, this number of iterations was used for all experiments.
Table 2: ICTGV reconstruction times in seconds (500 iterations), obtained with a MATLAB CPU implementation (Intel i5-2500K, 3.30GHz) and a CUDA GPU implementation (NVidia GeForce GTX 770), for different data-dimensions (3rd to 5th column) denoted as $(n = N \times M \times T,C)$. The top rows depict the time in seconds to perform 500 iterations while the bottom rows show the total reconstruction time including coil sensitivity estimations.

<table>
<thead>
<tr>
<th>Device</th>
<th>$(6.553 \times 10^5, 12)$</th>
<th>$(1.747 \times 10^5, 30)$</th>
<th>$(2.328 \times 10^5, 32)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Iterations</td>
<td>1325.38</td>
<td>5783.43</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>1365.86</td>
<td>6238.18</td>
</tr>
<tr>
<td>GPU</td>
<td>Iterations</td>
<td>34.54</td>
<td>134.34</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>39.73</td>
<td>176.61</td>
</tr>
</tbody>
</table>

GPU implementation

In order to speed up reconstruction times, the MATLAB prototype was translated to C++/CUDA enabling highly parallel GPU computations. As a consequence, the computational speed was improved drastically with up to 50-fold acceleration. Table 2 summarizes reconstruction times for typical data dimensions and a sufficient number of iterations.

RESULTS

Figure 3 shows ICTGV reconstructions of a CINE cardiac dataset from the ISMRM challenge for different acceleration factors. The reconstructions exhibit a high degree of congruence to the fully-sampled reconstruction with improved noise-suppression in the background up to very high acceleration factors.

Figure 4 shows down-sampling experiments for the measured short-axis dataset with an additional comparison to L+S reconstruction for acceleration factors of 12 and 16. Again the ICTGV reconstruction reaches excellent quality up to $r = 12$ with slightly reduced fidelity for $r = 16$, while L+S based reconstructions exhibit corruption with residual undersampling and temporal blocking artifacts. We highlight again, that for L+S the parameters were trained for the same test case and each acceleration factor separately, while for ICTGV parameters were fixed a-priori based on different data.

Figure 5 displays the results from a down-sampling experiment using perfusion data, where a good delineation of the myocardial wall and the papillary muscles was achieved up to $r = 16$. Reconstruction quality with L+S is slightly worse than with ICTGV, in particular a loss of spatial details is apparent.

A quantitative evaluation by means of SSIM and SER against the fully sampled reference as ground-truth is summarized in Table 3. There, ICTGV regularization is compared against spatio-temporal TGV$_{2\beta}$ and
Figure 3: Magnitude images from simulated accelerations $r = (4, 8, 12, 16)$ for the four-chamber-view bSSFP dataset. The fully sampled sum-of-squares reconstruction is displayed in the 1st column and the therein indicated time-lines are shown in the 2nd and 3rd row.
Figure 4: Comparison of magnitude images of fully sampled reference reconstruction (1st column), L+S (2nd and 3rd column) and ICTGV reconstruction (4th and 5th column) for bSSFP CINE cardiac data acquired in short-axis-view and undersampling factors of $r = (12, 16)$. A late diastolic time-frame is displayed in the first row and indicated vertical and horizontal time-lines in the 2nd and 3rd row. A closeup of the heart region is displayed in the 4th row.
Figure 5: Comparison of magnitude images of fully sampled reference reconstruction (1st column), L+S (2nd and 3rd column) and ICTGV reconstruction (4th and 5th column) for the cardiac perfusion dataset and undersampling factors of $r = (12, 16)$. A selected time-frame is displayed in the first row and the indicated time-line in the second row. A close-up of the heart region is displayed in the third row.
TV$\beta$ regularization and L+S reconstruction. Model and regularization-parameter training as described in Section “Theory” was also carried out both for TGV$^2\beta$ and TV$\beta$ reconstruction. For the L+S reconstruction parameter learning was also carried out by means of SSIM and SER for each individual test case and acceleration factor of the evaluation. For CINE cardiac test cases, ICTGV almost always scores best for both metrics with considerable improvement against L+S, in particular for higher acceleration factors. Compared to temporal TGV$^2\beta$ and TV$\beta$, reconstruction quality improves slightly. In contrast to that, a substantial increase is observable when comparing ICTGV reconstruction against temporal TGV$^2\beta$ and TV$\beta$ for the cardiac perfusion test case. Comparison to L+S for the perfusion case again shows a solid improvement with ICTGV. We also refer to Supporting Figure S1 for a visual comparison of ICTGV against TGV for multi-coil reconstruction of both, CINE cardiac imaging ($r = 16$) and cardiac perfusion ($r = 12$) reconstructions. While the results for the CINE dataset are similar, the perfusion results show a loss of spatial details and a temporal blurring with spatio-temporal TGV. In particular, the ICTGV reconstruction still allows to detect small image features that are lost with TGV.

Reconstruction results for single-coil data with ICTGV, kt-RPCA, kt-SLR and kt-FOCUSS from undersampled cardiac perfusion ($r = 7.3$) and CINE cardiac imaging ($r = 3.6$, $r = 7.5$) are displayed in Figure 6 and 7, respectively, together with the computed SER values in dB and indicated time courses (CINE) or the mean intensity within a ROI in the left ventricle (perfusion). A more detailed summary of quantitative evaluation results by means of SER and SSIM for acceleration factors as provided in the Section “Methods” is given in Supporting Table S1. The results show advantages of ICTGV in terms of error measures, consistently for all acceleration factors. For the perfusion case, the ICTGV signal time course is very close to the reference data set. The single time frames of ICTGV and kt-SLR appear somewhat denoised, and some details, as highlighted by arrows, are best visible in the ICTGV reconstruction. The individual images of all CINE reconstructions appear similar, however, the x-t plot exhibits some rippling for kt-FOCUSS and particular for kt-RPCA.

For the perfusion dataset the decomposition into ICTGV components for $r = 8$ is shown in Supporting Figure S2. Here, the static background, slower contrast dynamics with increased temporal blurring as well as morphologic changes are stored within the first component, while more rapid intensity changes (ventricles) are mapped in the second component. The separation is also displayed by the mean intensity change (magnitude) within the right ventricle (Sup. Fig. S2 b) and myocardium (Sup. Fig. S2 c), where a high agreement of the ICTGV reconstruction to the fully sampled reference is observable.

DISCUSSION

The results presented in this work demonstrate the performance of ICTGV as new spatio-temporal regularization approach for the reconstruction of undersampled dynamic multi-coil MRI data. Two exemplary application scenarios were considered: Cardiac CINE imaging with quasi-periodic morphological motion and
Figure 6: Coil-combined fully sampled reference (1st column), ICTGV (2nd column), kt-RPCA (3rd column), kt-SLR (fourth column) and kt-FOCUSS (fifth column) single-coil reconstructions from undersampled Cartesian data ($r = 7.3$) for the cardiac perfusion dataset with computed SER values in dB. The mean time-course of an indicated $3 \times 3$ voxel region within the right ventricle is plotted for all methods under investigation with a closeup view of the peak-signal.
Figure 7: Coil-combined fully sampled reference (1st column), ICTGV (2nd column), kt-RPCA (3rd column),
kt-SLR (fourth column) and kt-FOCUSS (fifth column) single-coil reconstructions from undersampled
Cartesian data with $r = 3.6$ (1st to 3rd row) and $r = 7.5$ (4th to 6th row) for the four chamber CINE cardiac
dataset. Reconstructions are displayed with a selected time-frame and the indicated horizontal and vertical
time-lines.
Table 3: Quantitative evaluation (best values underlined) of multi-coil reconstruction for ICTGV against TGV$_2^\beta$, TV$_\beta$ and L+S reconstruction for CINE cardiac and cardiac perfusion cases by means of SSIM and SER against the fully sampled sum-of-squares reconstruction.

<table>
<thead>
<tr>
<th></th>
<th>ICTGV</th>
<th>TGV$^2_\beta$</th>
<th>TV$_\beta$</th>
<th>L+S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SER (dB)</td>
<td>SSIM</td>
<td>SER (dB)</td>
<td>SSIM</td>
</tr>
<tr>
<td><strong>SA view</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 4$</td>
<td>25.79</td>
<td>0.9167</td>
<td>25.85</td>
<td>0.9164</td>
</tr>
<tr>
<td>$r = 8$</td>
<td>23.18</td>
<td>0.8738</td>
<td>23.13</td>
<td>0.8744</td>
</tr>
<tr>
<td>$r = 12$</td>
<td>21.45</td>
<td>0.8376</td>
<td>21.37</td>
<td>0.8374</td>
</tr>
<tr>
<td>$r = 16$</td>
<td>20.47</td>
<td>0.8160</td>
<td>20.41</td>
<td>0.8147</td>
</tr>
<tr>
<td><strong>Four Chamber</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 4$</td>
<td>20.32</td>
<td>0.8267</td>
<td>20.37</td>
<td>0.8216</td>
</tr>
<tr>
<td>$r = 8$</td>
<td>19.72</td>
<td>0.7787</td>
<td>19.72</td>
<td>0.7726</td>
</tr>
<tr>
<td>$r = 12$</td>
<td>19.17</td>
<td>0.7445</td>
<td>19.16</td>
<td>0.7399</td>
</tr>
<tr>
<td>$r = 16$</td>
<td>18.94</td>
<td>0.7211</td>
<td>18.92</td>
<td>0.7165</td>
</tr>
<tr>
<td><strong>Cardiac Perfusion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 4$</td>
<td>21.30</td>
<td>0.8631</td>
<td>20.91</td>
<td>0.8554</td>
</tr>
<tr>
<td>$r = 8$</td>
<td>20.34</td>
<td>0.8347</td>
<td>19.77</td>
<td>0.8191</td>
</tr>
<tr>
<td>$r = 12$</td>
<td>18.71</td>
<td>0.8059</td>
<td>18.28</td>
<td>0.7817</td>
</tr>
<tr>
<td>$r = 16$</td>
<td>17.54</td>
<td>0.7813</td>
<td>17.28</td>
<td>0.7495</td>
</tr>
</tbody>
</table>
cardiac perfusion imaging reflecting contrast changes to due alteration of tissue relaxation properties. The corresponding experiments show the capability of the proposed method to obtain artifact free results with high temporal fidelity and improved noise suppression for both applications up to high acceleration factors. This is confirmed both quantitatively, in terms of SSIM and SER, as well as qualitatively with selected frames and the visualization of time lines.

Furthermore, the proposed method was evaluated against state of the art reconstruction methods for single-coil and multi-coil reconstruction. In the multi-coil setting, a comparison to the L+S approach shows improved performance both for CINE and perfusion imaging. This is quantified in SER and SSIM error metrics and can also be observed visually. Interestingly, also spatio-temporal TGV and TV regularization lead to comparable or improved results compared to L+S in terms of error metrics. One possible explanation for that is that L+S in fact does not make use of any regularity in space. Spatial regularity, however, is a strong source of redundancy which is exploited both by spatio-temporal TV/TGV and ICTGV. A second explanation might be the global nature of the low-rank prior, which is not able to adapt locally to contrast or morphological changes, a shortcoming which is overcome by ICTGV regularization. The kt-RPCA (29) method is, in principle, identical with L+S, yet, in contrast to the multi-coil reconstruction with L+S, tFT is used instead of temporal TV. While L+S also proposed tFT as preferred choice, temporal TV gave improved results in our experiments and was hence used for comparison. The kt-SLR method on the other hand imposes sparsity constraints with spatio-temporal TV and non-convex low-rank constraints with Schatten p-quasi-norms ($p < 1$) jointly, instead of the proposed decomposition approach. Using non-convex quasi-norms results in a challenging optimization problem, yet, with the parameters tuning as suggested in (29), reconstruction results remain very competitive to ICTGV. Computationally, however, ICTGV reconstruction has the advantage of comprising the solution of a convex optimization problem, for which to proposed numerical algorithm guarantees global convergence. Also reconstructions gained with kt-FOCUSS, that conditionally requires low-resolution data, remain competitive for both applications yet with increased residual flickering in the temporal domain.

To assess the benefit of the proposed balancing between spatial and temporal regularization, we have also implemented straightforward spatio-temporal Total Variation and second order Total Generalized Variation regularization (itself never applied to dynamic MR reconstruction). A quantitative evaluation for different acceleration factors, test cases and error metrics shows the superiority of ICTGV, in particular for perfusion imaging (Table 3). The stronger improvement obtained with perfusion imaging can be explained by the observation that rapid intensity changes due to contrast inflow make a decomposition to different scales of temporal regularity even more beneficial. The comparison of Supporting Figure S1 further shows visual differences between ICTGV and TGV reconstructions, which are apparent for the perfusion case, where small features are lost with TGV but still recovered with ICTGV. Overall, the experiments confirm that, even though the differences with CINE imaging might be subtle, ICTGV is consistently superior to spatio-temporal TGV over different experimental setups.
In this context, it is also interesting to note that for spatio-temporal TV and TGV regularization, the parameter defining the ratio between temporal and spatial regularization, denoted by \( t \), was optimized to achieve the best results. As can be seen in the plots provided in the Supporting Figure S3, the optimal value was found to be roughly in the interval \([3,5]\) for both approaches, with a strong decrease of image quality for \( t \to 0 \) and \( t \to \infty \). Hence a small or large choice of \( t \), which for spatio-temporal TV/TGV approximately yields pure spatial and pure temporal TV/TGV regularization, respectively, significantly worsens reconstruction quality. This indicates that both, pure spatial and pure temporal TV/TGV regularization are not sufficient to achieve state-of-the-art results for undersampled dMRI reconstruction and a combined exploration of spatio-temporal redundancies is necessary.

An additional feature of the presented method is that a decomposition into two components is obtained. For cardiac perfusion imaging, slower portions of the intensity changes due to the passing contrast agent, e.g., in the myocardium, as well as changes in morphology are accumulated in the first component, while regions of fast intensity changes within the ventricles, liver and kidney are captured by the second component (see, again, Sup. Fig. S2). This has similarities to a decomposition into a temporal component with correlated background (low-rank) and another with temporal changes (sparse). Yet our methods acts locally, while the low-rank assumption is inherently global. The local distribution of the image content to the two ICTGV components depends on the model parameters, which were optimized for the overall reconstruction quality. An exploration of ICTGV reconstruction for applications that require a different weighting, e.g., time-resolved MR angiography, where the interest is not the full image, but components with specific contrast dynamics, will be subject to further research.

While the present work proposes the infimal-convolution of two second order TGV functionals for spatio-temporal regularization, the analytical framework of ICTGV as presented in (41) as well as our numerical implementation, in principle, allow the inclusion of arbitrary many TGV functionals for balancing, also using different, higher orders of differentiation. This might be of interest in cases where one aims at resolving different types or scales of motion, also beyond the spatio-temporal regime. An example would be MR parameter mapping and MR fingerprinting where, in the spirit of (50, 51), one could use higher-order differentiation for regularization along the parameter dimension.

The presented method clearly distinguishes between model and regularization parameters. The assumption that the former influence the image model but are independent of the overall trade-off between regularization and data fidelity has been confirmed by experiments showing that the optimal choice of model parameters is robust along different subsampling rates. For the choice of regularization parameters, the proposed linear adaptation constitutes a heuristic to compensate for alteration of the data-fidelity-cost due to subsampling which was confirmed to be effective along a long range of subsampling rates by experimental results. Furthermore, these experiments showed robustness of our method with respect to the regularization parameter choice in the sense that reconstruction quality decreases only slightly for parameter choices within a range of roughly \( \lambda = \lambda_{opt} \pm 10\% \) from the optimum (see Figure 2). We point out that the proposed parametrization strategies
might be of general interest for other iterative reconstruction approaches, since most state-of-the-art methods depend on different model parameters.

Finally, ICTGV-regularized dMRI reconstruction poses a standard non-smooth convex optimization problem that can efficiently be solved with the primal-dual algorithm proposed in (45). Due to convexity, it is possible to guarantee convergence to a global optimum and also to quantify the solution error via a primal-dual gap. The GPU based framework that was developed for this approach performs the whole reconstruction pipeline within a few minutes and is able to handle Cartesian and Non-Cartesian trajectories and the vendor independent ISMRMRD data-format (52). It is available online at https://github.com/IMTtugraz/AVIONIC.

CONCLUSIONS

The proposed ICTGV-based method constitutes a robust reconstruction framework for highly accelerated dMRI. Our experiments confirm a good visual representation of morphological details as well as contrast dynamics for acceleration factors of 12 and beyond. Consequently, our method addresses clinical demands of reduced scan times, higher spatial and temporal resolutions and spatial coverage, while it mitigates problems from incomplete breath-hold capabilities or patient compliance. The developed algorithm is able to incorporate promising developments on non-Cartesian sequence design (53, 54). The provided GPU accelerated implementation can process the manufacturer independent ISMRMRD data standard completing the whole reconstruction framework within a few minutes and thereby it enables the applicability of the proposed method in clinical practice. As an additional feature, the method allows a local separation of components beyond the paradigm of background and dynamic information and provides a model of different temporal scales of motion in MRI – a potential that is yet to be explored for specific applications. A future goal will be to extend our approach to volumetric data. While conceptually the method is not limited to any particular space dimension, such an extension will pose additional numerical challenges in terms of computation time and memory requirement. To maintain practical applicability, more sophisticated algorithms such as (55, 56) might hence be necessary.
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APPENDIX: NUMERICAL SOLUTION

As described in Section “Discretization and Numerical Solution”, it is our goal to reconstruct an image sequence \( u \in U \) by solving

\[
\min_{u, w_1, v, w_2} \frac{1}{2} \| Ku - d \|^2 + \frac{\gamma_1}{2} (\alpha_1 \| \nabla_{\beta_1} (u - v) - w_1 \|_1 + \alpha_0 \| \mathcal{E}_{\beta_1} w_1 \|_1) \\
+ \frac{\gamma_2}{2} (\alpha_1 \| \nabla_{\beta_2} v - w_2 \|_1 + \alpha_0 \| \mathcal{E}_{\beta_2} w_2 \|_1),
\]

where \( \nabla_{\beta_i} : U \to U^3 \) and \( \mathcal{E}_{\beta_i} : U^3 \to U^6 \) are defined as

\[
\nabla_{\beta_i} u = \left( \mu_{1,i} \delta_{x+} u, \mu_{1,i} \delta_{y+} u, \mu_{2,i} \delta_{t+} u \right)
\]

\[
and
\]

\[
\mathcal{E}_{\beta_i} w = \left( \mu_{1,i} \delta_{x-} w^1, \mu_{1,i} \delta_{y-} w^2, \mu_{2,i} \delta_{t-} w^3, \mu_{2,i} \delta_{t+} w^1 + \mu_{1,i} \delta_{x-} w^2, \mu_{2,i} \delta_{t-} w^2 + \mu_{1,i} \delta_{y-} w^3 \right).
\]

The operators \( \delta_{x+}, \delta_{y+}, \delta_{t+} \) and \( \delta_{x-}, \delta_{y-}, \delta_{t-} \) define symmetrically extended forward and backward finite difference operators, respectively, with respect to the \( x \), \( y \) and \( t \) coordinate.

The \( L^2 \) norm is defined for \( d \in \mathbb{C}^{N \times M \times T \times C} \) as

\[
\| d \|^2 = \sum_{i,j,f,c} |d_{i,j,f,c}|^2
\]

and, abusing notation, the norm \( \| \cdot \|_1 \) is defined for \( w = (w^1, w^2, w^3) \in U^3 \) as

\[
\| w \|_1 = \sum_{i,j,f} \sqrt{|w_{i,j,f}^1|^2 + |w_{i,j,f}^2|^2 + |w_{i,j,f}^3|^2}
\]

and for \( \xi = (\xi^1, \xi^2, \xi^3, \xi^4, \xi^5, \xi^6) \in U^6 \) as

\[
\| \xi \|_1 = \sum_{i,j,f} \sqrt{|\xi_{i,j,f}^1|^2 + |\xi_{i,j,f}^2|^2 + |\xi_{i,j,f}^3|^2 + 2|\xi_{i,j,f}^4|^2 + 2|\xi_{i,j,f}^5|^2 + 2|\xi_{i,j,f}^6|^2},
\]

where the factor 2 in front of \( \xi_4, \xi_5, \xi_6 \) compensates for the symmetrization of the Jacobian in the definition of \( \mathcal{E}_{\beta_i} \).

It is our goal to obtain a saddle-point problem of the form

\[
\min_{x} \max_{y} (Hx, y) - F^*(y)
\]

that is equivalent to our original problem. To this aim, first note that ICTGV can be reformulated as

\[
\text{ICTGV}^2_{\beta, \gamma}(u) = \min_{x = (u, w_1, v, w_2)} \| H_1 x \|_{1, \alpha, \gamma}
\]

with

\[
H_1 = \begin{pmatrix}
\nabla_{\beta_1} & -\text{Id} & -\nabla_{\beta_1} & 0 \\
0 & \mathcal{E}_{\beta_1} & 0 & 0 \\
0 & 0 & \nabla_{\beta_2} & -\text{Id} \\
0 & 0 & 0 & \mathcal{E}_{\beta_2}
\end{pmatrix},
\]

[6]
Algorithm 1. Note that, instead of using fixed step sizes, the operators solving the original problem as described in Eq. 2 yield a saddle-point problem in the form of

\[
\min_{u} \frac{\lambda}{2} \| Ku - d \|_2^2 + \text{ICTGV}_{\beta,\gamma}^2(u) \iff \min_{x=(u,v_1,v_2), y=(z,r)} \frac{\lambda}{2} \| Ku - d \|_2^2 + \| H_1 x \|_{1,\alpha,\gamma} \begin{align*}
&\iff \min_{x=(u,v_1,v_2), y=(z,r)} \max_{y=(z,r)} (Ku,r) - (d,r) - \frac{1}{2\lambda} \| r \|_2^2 + (H_1 x, z) - \mathcal{I}_{\{\| z \|_{1,\alpha,\gamma} \leq 1\}}(z) \\
&\iff \min_{x=(u,v_1,v_2), y=(z,r)} \max_{y=(z,r)} (H x, y) - (d,r) - \frac{1}{2\lambda} \| r \|_2^2 - \mathcal{I}_{\{\| z \|_{1,\alpha,\gamma} \leq 1\}}(z) \\
&\iff \min_{x=(u,v_1,v_2), y=(z,r)} \max_{y=(z,r)} (H x, y) - F^*(y).
\end{align*}
\]

with \( H = \begin{pmatrix} H_1 \\ K_1 \end{pmatrix} \), \( K_1 x = Ku \), and

\[
F^*(y) = F^*(z, r) = (d,r) + \frac{1}{2\lambda} \| r \|_2^2 + \mathcal{I}_{\{\| z \|_{1,\alpha,\gamma} \leq 1\}}(z).
\]

The convex conjugate of \( F(y) = F(z, r) = \frac{\lambda}{2} \| r - d \|_2^2 + \| z \|_{1,\alpha,\beta} \).

The last line in the reformulation of Eq. 2 as above now defines a saddle-point problem in a form that can be solved with the primal-dual algorithm as described in (40, 45, 57). The resulting iterations are provided in Algorithm 1. Note that there, instead of using fixed step sizes \( \sigma \) and \( \tau \), we employ an adaptive step-size choice as described in (46). The adaptive choice still ensures convergence but potentially allows larger step-sizes and hence a faster method. This is realized by the mapping \( S \), which is for \( \theta \in (0,1) \) defined as

\[
S(\sigma \tau, n) = \begin{cases} 
n & \text{if } \sqrt{\theta \sigma \tau} \geq n, \\
\sqrt{\theta \sigma \tau} & \text{if } \sqrt{\sigma \tau} \geq n > \sqrt{\theta \sigma \tau}, \\
\sqrt{\sigma \tau} & \text{else.} 
\end{cases}
\]

The operators \( P_\eta \), for \( \eta > 0 \), and \( P_{L^2} \) in the algorithm correspond to the proximal mapping of \( F^* \) and are given by

\[
P_\eta(\xi)_{i,j,f} = \max \left( \xi_{i,j,f}, \frac{\eta}{\frac{\xi_{i,j,f}}{\eta}} \right) \quad \text{and} \quad P_{L^2}(\xi) = \frac{\xi - \sigma d}{1 + \frac{\sigma d}{\lambda}}.
\]
where, abusing notation, $|\nu|$ is defined as $|\nu| = \sqrt{|\nu_1|^2 + |\nu_2|^2 + |\nu_3|^2}$ for $\nu \in \mathbb{R}^3$ and as $|\nu| = \sqrt{|\nu_1|^2 + |\nu_2|^2 + |\nu_3|^2 + 2|\nu_4|^2 + 2|\nu_5|^2 + 2|\nu_6|^2}$ for $\nu \in \mathbb{R}^6$. The divergence operators $\text{div}_1^{\beta_i}$ and $\text{div}_2^{\beta_i}$ are defined as the negative adjoints of $\nabla_{\beta_i}$ and $E_{\beta_i}$, respectively.

1 **Initialize:** $(u, w_1, v, w_2), (\bar{u}, \bar{w}_1, \bar{v}, \bar{w}_2), (p_1, q_1, p_2, q_2, r), \sigma, \tau > 0$

2 **Iterate:**

3 **Dual Update:**

4 $p_1 \leftarrow P_{\gamma_1 \alpha_1} (p_1 + \sigma (\nabla_{\beta_1}(\bar{u} - \bar{v}) - \bar{w}_1))$

5 $q_1 \leftarrow P_{\gamma_1 \alpha_0} (q_1 + \sigma E_{\beta_1} \bar{w}_1)$

6 $p_2 \leftarrow P_{\gamma_2 \alpha_1} (p_2 + \sigma (\nabla_{\beta_2} \bar{v} - \bar{w}_2))$

7 $q_2 \leftarrow P_{\gamma_2 \alpha_0} (q_2 + \sigma E_{\beta_2} \bar{w}_2)$

8 $r \leftarrow P_{L^2} (r + \sigma K \bar{u})$

9 **Primal Update:**

10 $u^+ \leftarrow u - \tau \left(-\text{div}_1^{\beta_1} p_1 + K^* r\right)$

11 $w_1^+ \leftarrow w_1 - \tau \left(-p_1 - \text{div}_2^{\beta_1} q_1\right)$

12 $v^+ \leftarrow v - \tau \left(-\text{div}_1^{\beta_1} p_1 - \text{div}_1^{\beta_2} p_2\right)$

13 $w_2^+ \leftarrow w_2 - \tau \left(-p_2 - \text{div}_2^{\beta_2} q_2\right)$

14 **Step size Update:**

15 $\sigma_+ \leftarrow S (\sigma \tau, \frac{\| (u^+, w_1^+, v^+, w_2^+) - (u, w_1, v, w_2) \|_2}{\| H((u^+, w_1^+, v^+, w_2^+) - (u, w_1, v, w_2)) \|_2})$

16 $\tau_+ \leftarrow \sigma_+$

17 **Extrapolation and Update:**

18 $(\bar{u}, \bar{w}_1, \bar{v}, \bar{w}_2) \leftarrow 2(u^+, w_1^+, v^+, w_2^+) - (u, w_1, v, w_2)$

19 $(u, w_1, v, w_2) \leftarrow (u^+, w_1^+, v^+, w_2^+)$

**Algorithm 1:** Primal-dual algorithm for solving ICTGV regularized dynamic MR reconstruction.
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- Figure 1: Evaluation of the model parameters $s, t_1, t_2$ by means of RMSE (solid lines) and SSIM (dashed lines) for a CINE cardiac test-case with acceleration factors $r = 5$ (a) and $r = 10$ (b). The colors indicate three different choices for $s$. The horizontal axis show different values for $t_1$ and the vertical axis the corresponding best RMSE and SSIM values achieved with $t_2 \in \{0.2, 0.4, 0.5, 1, 2.5, 3\}$, which are marked (arrow) with the corresponding best value for $t_2$.

- Figure 2: (a) RMSE (blue curves) and SSIM (red curves) evaluation exemplified for one CINE cardiac test case for different regularization parameters $\lambda$ and acceleration factors $r = 4$ (solid line), $r = 8$ (dashed line), $r = 12$ (dashed-dotted line) and $r = 16$ (dotted line). The corresponding optimal values for $\lambda$ are indicated with black circles and were calculated by spline-interpolation between the used sample-points. (b) Optimal values for $\lambda$ according to RMSE (blue) and SSIM (red) for different acceleration factors and the test case displayed in (a) (squares) and the second test case (dots). The linear regression to both cases and metrics (black dashed line) yields the proposed parameter choice.

- Figure 3: Magnitude images from simulated accelerations $r = (4, 8, 12, 16)$ for the four-chamber-view bSSFP dataset. The fully sampled sum-of-squares reconstruction is displayed in the 1st column and the therein indicated time-lines are shown in the 2nd and 3rd row.

- Figure 4: Comparison of magnitude images of fully sampled reference reconstruction (1st column), L+S (2nd and 3rd column) and ICTGV reconstruction (4th and 5th column) for bSSFP CINE cardiac data acquired in short-axis-view and undersampling factors of $r = (12, 16)$. A late diastolic time-frame is displayed in the first row and indicated vertical and horizontal time-lines in the 2nd and 3rd row. A closeup of the heart region is displayed in the 4th row.

- Figure 5: Comparison of magnitude images of fully sampled reference reconstruction (1st column), L+S (2nd and 3rd column) and ICTGV reconstruction (4th and 5th column) for the cardiac perfusion dataset and undersampling factors of $r = (12, 16)$. A selected time-frame is displayed in the first row and the indicated time-line in the second row. A close-up of the heart region is displayed in the third row.

- Figure 6: Coil-combined fully sampled reference (1st column), ICTGV (2nd column), kt-RPCA (3rd column), kt-SLR (fourth column) and kt-FOCUSS (fifth column) single-coil reconstructions from undersampled Cartesian data ($r = 7.3$) for the cardiac perfusion dataset with computed SER values in dB. The mean time-course of an indicated $3 \times 3$ voxel region within the right ventricle is plotted for all methods under investigation with a closeup view of the peak-signal.

- Figure 7: Coil-combined fully sampled reference (1st column), ICTGV (2nd column), kt-RPCA (3rd column), kt-SLR (fourth column) and kt-FOCUSS (fifth column) single-coil reconstructions from
undersampled Cartesian data with $r = 3.6$ (1st to 3rd row) and $r = 7.5$ (4th to 6th row) for the four chamber CINE cardiac dataset. Reconstructions are displayed with a selected time-frame and the indicated horizontal and vertical time-lines.

**SUPPORTING INFORMATION**

- Supporting Figure S1: Comparison of ICTGV vs TGV multi-coil reconstruction for CINE cardiac imaging (1st and 2nd column, $r = 16$) and cardiac perfusion imaging (3rd and 4th column, $r = 12$).

- Supporting Figure S2: (a) Fully sampled reference (1st column), ICTGV reconstruction (2nd column), 1st component (3rd column) and 2nd component (4th column) for a fixed reduction factor of $r = 8$ and a selected time-frame of a short axis perfusion dataset with the corresponding horizontal and vertical time-lines in the 2nd and 3rd row as indicated in the reference frame. Mean intensity change (magnitude) over time within the right ventricle (b) and the myocardium (c) due to the contrast agent for the reference (black-dotted line), ICTGV reconstruction (blue solid line) and components (red and yellow solid line). The second component was rescaled for display purposes.

- Supporting Figure S3: Quantitative evaluation of reconstruction results for different choices of the time-space-weighting $t$, for spatio-temporal TV (first and second column) and spatio-temporal TGV (third and fourth column), by means of RMSE and SSIM.

- Supporting Table S1: Quantitative evaluation (best values underlined) of single-coil reconstruction for ICTGV against kt-RPCA and kt-SLR and kt-FOCUSS reconstruction for CINE cardiac and cardiac perfusion cases by means of SSIM and SER against the fully sampled single-coil reconstruction.
Supplementary Figure 1: Comparison of ICTGV vs TGV multi-coil reconstruction for CINE cardiac imaging (1st and 2nd column, $r = 16$) and cardiac perfusion imaging (3rd and 4th column, $r = 12$).

Supplementary Table 1: Quantitative evaluation (best values underlined) of single-coil reconstruction for ICTGV against kt-RPCA and kt-SLR and kt-FOCUSS reconstruction for CINE cardiac and cardiac perfusion cases by means of SSIM and SER against the fully sampled single-coil reconstruction.

<table>
<thead>
<tr>
<th></th>
<th>ICTGV</th>
<th>kt-RPCA</th>
<th>kt-SLR</th>
<th>kt-FOCUSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SER (dB)</td>
<td>SSIM</td>
<td>SER (dB)</td>
<td>SSIM</td>
</tr>
<tr>
<td><strong>Four Chamber View</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 1.96$</td>
<td>29.24</td>
<td>0.9217</td>
<td>27.71</td>
<td>0.9214</td>
</tr>
<tr>
<td>$r = 3.6$</td>
<td>25.66</td>
<td>0.8524</td>
<td>21.63</td>
<td>0.8216</td>
</tr>
<tr>
<td>$r = 5.2$</td>
<td>23.42</td>
<td>0.8047</td>
<td>19.95</td>
<td>0.7674</td>
</tr>
<tr>
<td>$r = 6.5$</td>
<td>22.30</td>
<td>0.7680</td>
<td>18.70</td>
<td>0.7260</td>
</tr>
<tr>
<td>$r = 7.5$</td>
<td>20.98</td>
<td>0.7274</td>
<td>17.87</td>
<td>0.6879</td>
</tr>
<tr>
<td><strong>Cardiac Perfusion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 1.9$</td>
<td>27.19</td>
<td>0.9429</td>
<td>25.99</td>
<td>0.9394</td>
</tr>
<tr>
<td>$r = 3.5$</td>
<td>24.73</td>
<td>0.9096</td>
<td>23.14</td>
<td>0.8980</td>
</tr>
<tr>
<td>$r = 4.8$</td>
<td>23.23</td>
<td>0.8847</td>
<td>21.41</td>
<td>0.8662</td>
</tr>
<tr>
<td>$r = 5.7$</td>
<td>22.16</td>
<td>0.8713</td>
<td>20.45</td>
<td>0.8505</td>
</tr>
<tr>
<td>$r = 6.5$</td>
<td>21.64</td>
<td>0.8614</td>
<td>19.93</td>
<td>0.8391</td>
</tr>
<tr>
<td>$r = 7.3$</td>
<td>20.62</td>
<td>0.8402</td>
<td>18.69</td>
<td>0.8118</td>
</tr>
</tbody>
</table>
Supplementary Figure 2: (a) Fully sampled reference (1st column), ICTGV reconstruction (2nd column), 1st component (3rd column) and 2nd component (4th column) for a fixed reduction factor of $r = 8$ and a selected time-frame of a short axis perfusion dataset with the corresponding horizontal and vertical time-lines in the 2nd and 3rd row as indicated in the reference frame. Mean intensity change (magnitude) over time within the right ventricle (b) and the myocardium (c) due to the contrast agent for the reference (black-dotted line), ICTGV reconstruction (blue solid line) and components (red and yellow solid line). The second component was rescaled for display purposes.
Supplementary Figure 3: Quantitative evaluation of reconstruction results for different choices of the time-space-weighting $t$, for spatio-temporal TV (first and second column) and spatio-temporal TGV (third and fourth column), by means of RMSE and SSIM.