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Abstract. This work is concerned both with the enhancement of bounded variation images as well as the extraction of usually smoother distributions from imaging data such as optical flows and intensity modulations. For these tasks, novel variational principles are formulated to select solutions which are preferred from an application-oriented perspective. These variational formulations are analyzed analytically and numerically, and they are efficiently implemented computationally. Specifically, formulations and discretizations of these variational principles are consistent with application requirements and free of expedient modifications such as convenient boundary conditions. Also, a geometric multigrid framework is developed for high-order optimality systems, and iterative schemes are adapted to be suitable for image processing systems used in a clinical environment.
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1 Introduction

The most significant aspects of image processing are that images are generally non-smooth and often noise corrupted while desired information to be inferred from imaging data may indeed be smooth. For instance, objects displayed in measured images generally have edges which

give rise to sudden changes in intensity. When regarded as distributed as opposed to pixelated intensities, images are conceptualized as functions rich with discontinuities but nevertheless of bounded variation. With less regularity, a noise corruption is regarded as Lebesgue measurable and square integrable. By contrast, the flow of such irregular intensities within an image sequence may be so smooth as to correspond to a rigid body motion. Similarly, the illumination of a single scene may be quite smoothly varying even though it manifests itself only through a reflectivity varying discontinuously among objects in the scene. This work is concerned both with the enhancement of bounded variation images as well as the extraction of usually smoother distributions from imaging data such as optical flows and intensity modulations. Significant contributions are made for these tasks by formulating novel variational principles to select solutions which are preferred from an application-oriented perspective. These variational formulations are analyzed analytically and numerically, and they are efficiently implemented computationally. Specifically, formulations and discretizations of these variational principles are consistent with application requirements and free of expedient modifications such as convenient boundary conditions. Also, a geometric multigrid framework is developed for high-order optimality systems, and iterative schemes are adapted to be suitable for image processing systems used in a clinical environment.

It was first recognized in [73] that total variation regularization performs well to filter noise from images. Similarly, inverse problems in imaging can be solved effectively by penalized minimum residual methods using total variation penalties [1]. This approach is used in [27] and [28] for inverse interferometry, and the discrete approximation of the total variation is a central theme; see also [14]. In particular, it is shown in [27] that while images are naturally approximated on a grid of cells as piecewise constant, the total variation of the approximation does not converge to the total variation of the image unless the grid conforms to the level curves of the image. This condition can of course not be met by a grid constructed before the solution to an inverse problem is known. Alternatively, it is shown in [27] that the total variation may be redefined in a non-rotationally invariant fashion to achieve convergence on Cartesian grids.

Such penalized minimal residual problems may be solved by a descent method as used, e.g., in [73], or else a diffusion of variational energy may be formulated directly to define a sequence of image scales as discussed in detail in [80]. Using an image dependent diffusivity in order to steer diffusion locally leads to nonlinear anisotropic diffusion filtering. A well known class of anisotropic diffusion methods are the Perona-Malik filters [69], which are used to sharpen edges. However, these methods only sharpen a narrow range of edge slopes which depends upon tuned parameters. On the other hand, it is found in [53] that nonlinear anisotropic diffusion filters exist which enhance edges over a wide range of edge slopes; see also [81] and [59]. This multiscale edge enhancement is accomplished in [53] with a so-called balanced-forward-backward filter employing a nonlinear and nonparametric diffusivity for which backward diffusion normal to levels sets is equal to forward diffusion tangent to level sets.

Variationally based filters divide naturally into those with a penalty function which is purely concave, e.g., balanced-forward-backward; purely convex, e.g., Gaussian; a mixture, e.g., Perona-Malik; and linear, i.e., total variation. While concavity is required for edge sharpening [65], concave filters as well as total variation suffer from a staircasing effect by which gradual variations are estimated by a sequence of steps [80]. Nevertheless, total variation is well suited to smoothing piecewise constant intensities while preserving edges [42]. Additionally, it was recognized in [42] that total variation can be modified with selective convexity to smooth intensities with gradual variations without staircasing. Such filters are called edge-flat-grey because of their suitability for image regions with edges, with flat zones and with grey or intermediate gradient scales. However, the boundaries between these three gradient scales are partitioned in [42] by parameters which require tuning. On the other hand, an edge-flat-grey filter satisfying certain extremal properties is constructed in [44] which depends only upon a single parameter defining the lower bound of edge scales. The filter is also compared extremely favorably with several other filters in [44] for their suitability to medical imaging with respect to denoising and
to segmentation pre-conditioning. The constructed edge-flat-grey filter has been applied in medical contexts as a preprocessor for diffusion tensor imaging in [6] and [7] and for segmentation in [3], [76] and [4].

In [51] intensity data are given in a temporal sequence of dynamic contrast enhanced magnetic resonance images measured while injected contrast agent is transported by convection and diffusion through imaged tissues. It is required to determine the spatial distribution of static transport properties from these data and to visualize potential pathology by imaging such properties. The measured intensity data are related algebraically to the dynamic distributed concentration of contrast agent, which in turn is related to local transport properties by voxelwise temporal convolution. The underlying convolution kernel has been related to transport properties in a purely parametric fashion in [31], [35], [43], [57] and [77], but for fully nonparametric deconvolution the main works in the magnetic resonance literature are [15] and particularly [67]. However, monotonicity constrained nonparametric deconvolution was first studied in this context in [51]. In this work it is shown that under an implicit bounded variation constraint, the monotonicity constrained solution readily manifests the staircasing effect, which is regularized in [51] with a suitable basis. Based upon compartmental analysis, an exponential basis is preferred in the physiological community, and a condition for monotonicity in an exponential basis is derived in [51] which is considerably more general than the standard established in [19]. This approach is used for the dense set of exponential functions with a harmonic distribution of time scales. Although the so implemented monotonicity constrained deconvolution is performed voxelwise without explicit spatial coupling, the imaged transport properties manifest a relative sharpness, typical of total variation regularization, while the often used approach of truncated singular value decomposition [67] manifests a relative blurredness, typical of Gaussian regularization. The study of an explicit spatial coupling is in preparation in joint work with the author of [30] using related regularization techniques.

This deconvolution work led to an investigation of precisely which information about transport properties can be inferred from even the most accurately recovered kernel. It is shown in [49] that the foundational work of [83], cited in most modern works, e.g., [15], [31], [35], [43], [57], [67], [77], requires revision. Specifically, in [83] intravascular and extravascular compartments are defined with separate distributions of tracer transport times, and it is shown in [49] that these distributions cannot be decoupled. A revised theory is built up from a fully distributed convection diffusion model from which the familiar convolution model can be derived using semigroup theory with explicitly articulated assumptions. Within this framework it is proved that perfusion dominated and permeation dominated tissues cannot be distinguished on the basis of a single convolution kernel alone. Nevertheless, it shown that transport properties such as mean transit time, effective volume fraction and volumetric flow rate per unit tissue volume can be identified from the kernel.

For such investigations involving dynamic contrast enhanced magnetic resonance imaging, temporal resolution is a particular challenge, since there is a trade-off between image clarity and temporal resolution. One mechanism for improving resolution is artificial and involves image interpolation as described below. Another mechanism involves to accelerate acquisition by measuring in parallel with coils which under-sample in a complementary fashion. Then the images measured in parallel suffer from aliasing and from a nonuniform sensitivity modulation, and to correct for these corruptions requires to estimate coil sensitivities. This task is similar to that, described earlier, of estimating a smoothly varying illumination of a scene from a discontinuously varying reflectivity among objects in the scene. In general, it is required to estimate a coil sensitivity in a global field of view within which tissues may move during a dynamic examination. While a more challenging procedure, generalizing [24], is presently under investigation, one possibility is that a sensitivity be estimated from a single static pair of images, one measured with the coil in question and the other measured with a uniformly sensitive coil. However, the measurements are corrupted by noise, the data are compactly supported and discontinuous at tissue boundaries, and yet the sensitivity is globally very smooth. Conventional
approaches for this problem have involved filtering techniques employing local polynomials [10] or other basis functions such as thin-plate splines [5] or wavelets [61]. In contrast to these parameterized approaches, whose disadvantages are discussed in [48], the estimation procedure proposed in [48] is to minimize a sum of a data residual and a high-order regularization suitable for exponentially varying sensitivities. In this form, the problem is related to the surface estimation problem of early vision [70]. While high-order operators are often expediently approximated with a product of low-order factors [54], such factorizations are shown in [48] to lead to conspicuously spurious boundary conditions for a sparse data support which is typical in the present context. Furthermore, while finite elements present a natural numerical approach for solving the optimality system, it is demonstrated in [48] that lumping of discontinuous data terms is required for regularized early vision problems in order to avoid aberrant consequences in the limit of vanishing regularization corresponding to an ever improving signal-to-noise ratio. The developed formulation is shown in [48] to perform very well for sensitivity encoded image reconstruction [71]. These techniques are applied in medical contexts in [7], [8] and [9].

This surface estimation problem, as well as the optical flow [41] and image registration and interpolation problems discussed below [63] [47], are early vision problems in the sense that dense spatial or spatiotemporal information must be inferred from sparse data in flat images or sequences of images [70]. Such problems are solved here with variational formulations employing in some cases high-order regularization. In order to solve the associated high-order optimality systems sufficiently rapidly for clinical applications and within image processing systems such as IDL, a corresponding geometric multigrid framework is developed in [50]; see also [55] for related multigrid work. Alternative algebraic multigrid formulations are ruled out because their application is generally constrained by an $M$-matrix condition which does not hold for discretizations of high-order problems [78]. It is shown in the developed framework that the convergence criteria of [34] are met. In particular, since in the present context the standard assumptions on the smoothness of coefficients and of the domain boundary do not apply [2], the techniques of [29] are adapted in [50] to prove the general elliptic regularity required. Further, the Galerkin formalism is used together with a multi-colored ordering of unknowns to permit vectorization of a symmetric Gauss-Seidel relaxation in image processing systems. Several implementation aspects, e.g., accurate and inaccurate floating point representations, apparently natural but inaccurate alternative finite difference formulations, and the effect of parameters including data support, are investigated in detail in order to achieve a robustly successful code for computing smooth solutions to early vision problems.

The geometric multigrid framework described above is adapted for image registration and interpolation in [45]. Specifically, images are said to be registered when an explicit coordinate transformation connecting like points is constructed. When a parameterized transformation permits images to be morphed one to the other, images are said to be interpolated. In [52], [45] and [46], a registration or interpolation method is said to be generalized rigid or generalized affine if it selects a rigid or an affine transformation, respectively, when one fits the given images. These concepts are formulated variationally by penalizing the departure of a transformation from being rigid or from being affine while necessarily avoiding expediently unnatural boundary conditions. Some authors relax rigidity by constraining transformations to be conformal or isometric [33]. Others employ a local rigidity constraint [58] or allow identified objects to move as rigid bodies [60]. Affine registration is also relaxed by parametric spline-based formulations regularized by penalizing second-order derivatives [74]. Such curvature based regularization has also been applied non-parametrically [25]. The motivation for considering generalizations of rigid or affine transformations lies in their applicability in two important categories of biomedical imaging. First, because of the ubiquity of rigid objects in the human body, generalized rigid registration and interpolation are of special interest, for instance, to facilitate medical examination of dynamic imaging data particularly by increasing the temporal resolution. Secondly, generalized affine registration and interpolation are of special interest, for instance, for object reconstruction from histological data since histological sections may be affine deformed in the
process of slicing.

In [45] it is shown that finite displacements can be formulated efficiently for generalized affine registration, as can optical flow additionally for generalized affine interpolation. On the other hand, it is shown in [52] that generalized rigid transformations are not selected by finite displacements regularized by linearized elastic potential energy, as used, e.g., in [26] and [68]. It is shown further in [52] that it is not feasible to regularize finite displacements with unlinearized elastic potential energy. By contrast, it is shown in [52] that generalized rigid registration is conveniently formulated by penalizing the departure from skew symmetry of the derivative of the optical flow. Furthermore, the penalty function can be patterned after total variation to permit discontinuities in optical flow corresponding to an object excision. The results of formulations of [45] and [46] are also found to be independent of image order when optical flow is used but in general not when finite displacements are used; see also [17] and [33].

All variational formulations described here for finite displacements and for optical flows produce a nonlinearity in the optimality system which results at least from the image similarity measure. Although nonlinear multigrid formulations have been considered for such nonlinearities, the geometric multigrid procedure is situated in [45] as an inner iteration within an outer quasi-Newton or lagged diffusivity iteration, which in turn is embedded within a pyramidal scheme that initializes each outer iteration from predictions obtained on coarser levels. Computations in [52] suggest that the optical flow used for registration can as well be assumed to be autonomous. However, an explicit counterexample is given in [45] to show the existence of images which lead to a non-autonomous optical flow in the general variational formulation. Nevertheless, it is found for practical examples that the optical flow may be assumed to be autonomous, and this assumption leads to a great computational savings with the added benefit that image interpolation is obtained for the cost of image registration. This autonomous flow approach is used in [45] to interpolate image pairs; furthermore, in [45] image sequences are registered with coupled finite displacements while sequences are interpolated pairwise with optical flow. On the other hand, a stronger coupling among neighboring interpolated images is obtained by computing autonomous flows of a semi-discretization as introduced in [45] for a work in preparation. Other multigrid formulations for other registration methods have been implemented successfully [36] [37], as have fast Fourier methods [26] [63]. Also, a prescribed correspondence between selected points, or landmark constraints, have been implemented for finite displacements, e.g., in [63] and [68], and these are formulated for optical flow in [47].

Although the simplest image similarity measure is based upon differences in pure intensities, the medical applications described above are complicated by the appearance of contrast agent or an intensity modulation in one image and not in another to which the first must be matched. For such applications, an image similarity measure is formulated and investigated in [46] which is based upon intensity scaling. This measure is introduced for both optical flow and for finite displacements. While other morphological image matching methods involve differentiation of potentially noisy image intensities [20] [21], the image similarity of [46] simply involves composition with scaling functions. Such rescaling is additionally found to have a smoothing effect on noisy images, even when the scaling functions are treated with Tikhonov regularization. It is found that the computational cost for the implementation of scaling functions is very small, and yet the resulting image similarity can provide a match between images which is closer than that obtained by a sum of squared differences alone.

2 Image Enhancement

2.1 Inverse Interferometry and Total Variation Approximation [27] [28]

The principal motivation in [27] is to solve an inverse interferometry problem in which a density perturbation $f = \rho - \rho_\infty$ in an axisymmetric flow field is to be determined non-invasively from a monochromatic intensity interference pattern $\phi$ such as shown in Fig. 1. This interference
pattern is obtained by passing monochromatic light through the fluid medium and adding the density modulated result to unperturbed light. The density perturbation \( f = f(x, r) \) is defined in a bounded cylindrical flow field, \((x, r) \in F\), where \( x \) varies along the cylinder axis and \( r \) varies radially up to the domain radius \( R \). The intensity pattern \( \phi = \phi(x, y) \) is measured in a bounded rectangular region, \((x, y) \in P\), where \( y \) varies orthogonal to the \( x \) direction. For a medium-specific constant \( G \), the intensity \( \phi \) is related to the desired density perturbation \( f \) according to:

\[
\phi = \Phi f, \quad \phi(x, y) = G \int_y^R \frac{f(x, r)}{\sqrt{r^2 - y^2}} r dr.
\]

(2.1)

An explicit inversion formula shows that \( \Phi \) has a discontinuous inverse. Yet the regularized density modulated result to unperturbed light. The density perturbation \( \mu \) is estimated by minimizing the functional:

\[
J_\mu(f) = \|\Phi f - g\|_{L^1(P)} + \mu TV(f), \quad g \in L^1(P), \quad f \in BV(F) \subset L^1(F)
\]

(2.2)

where \( TV \) denotes the total variation, or the \( BV \) semi-norm, which has the property addressed below that \( BV(F) \)-bounded sets are compactly embedded in \( L^1(F) \) [23]. This estimation problem is formulated abstractly according to:

\[
J_\mu(f) = D(\Phi f - g) + \mu U(f)
\]

(2.3)

for \( \Phi : X \rightarrow Z, D : Z \rightarrow R \) and \( U : Y \subset X \rightarrow R \), e.g., \( X = L^1(F) \), \( Y = BV(F) \), \( Z = L^1(P) \), and for computations according to:

\[
J_\mu^N(f_N) = D^N(\Phi^N f_N - g_N) + \mu U^N(f_N)
\]

(2.4)

for \( f_N \in X^N, g_N \in Z^N \), \( \Phi \approx \Phi^N : X^N \rightarrow Z^N \), \( D \approx D^N : Z^N \rightarrow R \) and \( U \approx U^N : X^N \rightarrow Z^N \), where \( X^N \subset Y \subset X \) and \( Z^N \subset Z \) are finite dimensional spaces such as piecewise constant functions.

A central question in [27] concerns the convergence of minimizers of \( J_\mu^N \) to minimizers of \( J_\mu \). For the existence of minimizers it is assumed that \( Y \) is compactly imbedded in \( X \) and that \( J_\mu \) and \( J_\mu^N \) are \( Y \)-coercive and lower semi-continuous on \( X \) and \( X^N \) respectively. For subsequential convergence of minimizers of \( J_\mu^N \) to a minimizer of \( J_\mu \) for a fixed \( \mu \), it is additionally assumed that \( J_\mu \) and \( J_\mu^N \) are consistent, uniformly \( Y \)-coercive, and that the spaces \( X^N \) possess the \( J_\mu \)-approximation property, i.e., for every \( f \in Y \) there exists a sequence \( \{ \tilde{f}_N \} \subset X^N \) which converges in \( X \) while \( J_\mu(f) - J_\mu(\tilde{f}_N) \) vanishes.

The next approximation question concerns the convergence of minimizers with vanishing regularization. For this, the following conditions are added to those given above for the case that \( \mu \) is fixed. Specifically, it is assumed that \( D \) and \( D^N \) are consistent, uniformly continuous on \( Z \)-bounded sets of \( Z \) and \( Z^N \) respectively, and that they coerce the \( Z \)-norm uniformly on

**Figure 1**: An interference pattern obtained by passing monochromatic light through a density perturbed fluid medium and adding the result to unperturbed light.
Specifically, let $f$ be established for the inverse interferometry problem using continuous piecewise linear elements. A technical difficulty emerges here when $f$ is a density perturbation is smooth enough to lie in $W^{1,1}(X,Y)$ while $\Phi$ and $\Phi^N$ cohere the $Y$-norm uniformly on the ranges of $A$ and $A^N$ respectively. Finally, it is assumed that the linear operators $\Phi^N$ and $\Phi$ are bounded and converge strongly and that the data $g_N$ and $g$ converge in $Z$. Then $\mu_N$ are chosen to vanish while $\mu_N^1D^N(\Phi^N f_N - g_N)$ vanish, where $f_N$ approximate $f^*$ according to the $J_\mu$-approximation property. Under these conditions, minimizers $f^*_N$ of $J^N_{\mu^N}$ are shown to converge to $f^*$ when $f^*$ is the unique solution to $\Phi f^* = g$.

The bottleneck in the above developed theory is to verify the $J_\mu$-approximation property for a total variation penalty while using piecewise constant elements. On the other hand, when a density perturbation is smooth enough to lie in $W^{1,1}(F)$, the $J_\mu$-approximation property can be established for the inverse interferometry problem using continuous piecewise linear elements as stated in the following and proved in [27].

**Proposition 1** Suppose that $\{X^N\}$ is a sequence of spaces of piecewise linear continuous functions with the property that $\inf_{\chi \in X^N} \|f - \chi\|_{W^{1,1}(F)} \to 0$ as $N \to \infty$ for all $f \in W^{1,1}(F)$. Then the $J_\mu$-approximation property holds for $(2.2)$. However, when the desired density perturbation is not smooth, piecewise constant elements are more natural, and an explicit calculation shows that the $J_\mu$-approximation property fails. Specifically, let $f \in C^1(F)$ be chosen conveniently smooth so that $TV(f) = \int_F |\nabla f|_q dxdr$. Let $F$ be discretized with a smooth curvilinear grid whose grid lines are parameterized by constant $\xi(x,r)$ and $\eta(x,r)$. For convenience define $\xi = (\xi, \eta)$ and $x = (x,r)$, and let $h$ be the maximum diameter of any cell. Finally, let $f_N$ be constant on grid cells assuming on each cell the value of $f$ at a cell center. Then in [27], $TV(f_N)$ is shown to converge as follows:

$$TV(f_N) \rightarrow 0 \int_F |(\partial x/\partial \xi)^T \nabla f|_1 \partial \xi/\partial x| dxdr \quad \text{while} \quad TV(f) = \int_F |\nabla f|_q dxdr.$$  \hspace{1cm} (2.5)

Therefore, $TV(f_N) \to \int_F |\nabla f|_q dxdr \neq TV(f)$ holds in case the grid is Cartesian with $\partial \xi/\partial x = I$. On the other hand, if the grid conforms to the level curves of $f$ according to $\nabla \xi = \nabla f/|\nabla f|_2$, $\nabla \eta = \nabla f^1/|\nabla f|_2$ and $|\partial \xi/\partial x| = 1$, then $TV(f_N) \to TV(f)$ holds. Nevertheless, such a grid cannot easily be known in advance. This result leads to the following alternative definition of the total variation:

$$TV_p(f) = \sup_{\Psi \in C_p} \int_F |\nabla \cdot \Psi| dxdr, \quad \Psi \in C_p = \{\Psi \in C^1_0(F,R^2) : |\Psi|_{L^q} \leq 1, 1/q + 1/p = 1\}.$$  \hspace{1cm} (2.6)

Since $TV_p$ is $p$-independent for piecewise constant elements on Cartesian grids, the calculation above suggests to use $TV_1$ to obtain the following. Note that similar results have been established in [14].

**Proposition 2** Suppose that $\{X^N\}$ is a sequence of spaces of piecewise constant functions defined on Cartesian grids made of identical cells with vanishing diameter as $N \to \infty$. Then when $TV_2(f)$ in $(2.2)$ is replaced by $TV_1(f)$, the $J_\mu$-approximation property holds for $\{X^N\}$.

For the full discretization of the inverse interferometry problem, let both $P$ and $F$ be discretized by Cartesian grids made respectively of identical cells having widths and heights $(h_x, h_y)$ and $(h_x, h_r)$ and diameters which vanish with grid refinement. Define $X^N$ as functions which are piecewise constant on the grid of $F$. Also, define $\Pi_{Z^N} : Z \to Z^N$ so that $\Pi_{Z^N}u$ assumes the average value of $u$ on grid cells. Then take $\Phi^N = \Pi_{Z^N} \Phi$ and $g_N = \Pi_{Z^N} g$ and define:

$$J^N_\mu(\chi) = \|\Phi^N_X - g_N\|_{L^1(P)} + \mu TV_1(\chi).$$  \hspace{1cm} (2.7)

With these definitions, the following is proved in [27].
Theorem 1 Let $J_\mu$ be defined by (2.2) with $TV_2$ replaced by $TV_1$, and let $J_\mu^N$ be defined by (2.7). Then $J_\mu$ and $J_\mu^N$ have minimizers in $L^1(F)$ and $X^N$ respectively. Also a subsequence of minimizers $f^*_N$ of $J_\mu^N$ over $X^N$ converges to a minimizer of $J_\mu$. If there is a unique $f^* \in BV(F)$ such that $\Phi f^* = g$, then $\mu_N$ for $J_\mu^N$ can be chosen to vanish in a way so that $f^*_N$ converges in $L^1(F)$ to $f^*$.

Also, uniqueness of solutions to $\Phi f = g$ is established in [27] in terms of Laplace Transforms. In addition, Theorem 1 is proved in [27] with (2.7) replaced by an approximate cost function which rounds off the corners of the absolute values appearing in $J_\mu$ according to $|\chi| \approx \sqrt{\gamma^2 + \chi^2}$ so that the resulting cost is differentiable.

The results of solving the inverse interferometry problem numerically, as explained in detail in [28], are shown graphically in Fig. 2. Specifically, a synthetic density perturbation corresponding to the flow field shown in Fig. 1 is corrupted with noise, and the simulated data are used to solve (2.1) by the two methods compared in Fig. 2. One method involves direct inversion of (2.1). The other method involves minimization of a cost function in which absolute values are rounded as described above and in which total variation regularization is applied in a distributed fashion and weighted as $1/r$ in accordance with (2.1). The results from direct inversion and from distributed total variation regularization are shown respectively above and below in the left column of Fig. 2 while the associated errors are shown in the right column. Clearly, the result with total variation regularization is more accurate.

Figure 2: The results of solving (2.1) by direct inversion and by distributed total variation regularization are shown respectively above and below in the left column while the associated errors are shown in the right column. The left and right edges of each rectangular plot region correspond to $x = x_{\text{min}}$ and $x = x_{\text{max}}$ respectively while the upper and lower edges correspond to $r = R$ and $r = 0$ respectively.
2.2 Anisotropic Diffusion Filtering [53]

The work of [53] was motivated by the need for segmentation preprocessing to extract the morphology of atherosclerotic vessels from magnetic resonance images of the type shown below in Fig. 4 and used in [3], [76] and [4] for the assessment of plaque stability. The approach of [53] is that of nonlinear anisotropic diffusion filtering which is based on nonlinear evolution partial differential equations of the form:

\[
\partial_t u = \nabla \cdot (g(|\nabla u|)\nabla u), \quad u(0) = u_0
\]  

(2.8)

where \(u_0\) is an unfiltered image, and after some diffusion time \(t\), \(u(t)\) is the filtered image. A nonlinear diffusivity \(g\) depends upon the image in order to steer diffusion locally and thereby to avoid the excessive smoothing associated with linear diffusion techniques. The method is said to be anisotropic since direction dependent diffusion results from the nonlinearity as can be seen below in (2.9). Such an approach is oriented to improve images in a fashion which is more qualitative than quantitative as noise is reduced while certain details are preserved and certain features enhanced.

Defining \(u_{\nu\nu}\) as the second derivative of \(u\) in the direction of \(\nabla u\), the diffusion in (2.8) can be decomposed into the following two diffusion terms which respectively capture diffusion normal and tangent to the level sets of \(u\):

\[
\partial_t u = \Phi'(|\nabla u|)u_{\nu\nu} + g(|\nabla u|)(\nabla^2 u - u_{\nu\nu}).
\]  

(2.9)

Such filters are usefully classified according to the properties of the flux function \(\Phi(s) = sg(s)\). For instance, the Perona Malik filters [69] are characterized by a flux function which is first increasing and then decreasing, as can be seen in the following popular example in which \(\Phi'(\lambda) = 0\) defines the contrast parameter \(\lambda\):

\[
g(s) = \exp \left[-\frac{1}{2} \left(\frac{s}{\lambda}\right)^2\right], \quad \Phi'(s) = \frac{1 - \left(\frac{s}{\lambda}\right)^2}{\exp \left[\frac{1}{2} \left(\frac{s}{\lambda}\right)^2\right]}.
\]  

(2.10)

For such filters, diffusion normal to the level sets of \(u\) is forward where variations in \(u\) are sufficiently small, i.e., \(|\nabla u| < \lambda\), and it is backward where variations in \(u\) are sufficiently large, i.e., \(|\nabla u| > \lambda\). Diffusion tangent to the level sets of \(u\) is always forward since \(g(s) > 0\). Thus, intra-region diffusion is favored over inter-region diffusion. However, the contrast parameter implicitly defines the regions which are flattened by intra-region forward diffusion as well as the edges of these regions which are to be strengthened by inter-region backward diffusion. Computational experiments with Perona-Malik filters in [53] demonstrate that diffusivities with a narrower bell shape, as in (2.10), will create sharper edges in a narrower range of edge slopes, while diffusivities with a wider bell shape, as in \(g(s) = [1 + (\frac{s}{\lambda})^2]^{-1}\), will sharpen edges over a wider range of edge slopes. The goal in [53] is to derive diffusivities which can be used to achieve edge enhancement over a wide range of edge strengths without suffering from a sensitivity to parameters such as the contrast parameter \(\lambda\) or a regularization parameter \(\sigma\) in \(g(|\nabla u|)\) where \(u_\sigma = K_\sigma * u\) is a convolution with a Gaussian kernel \(K_\sigma\) of width \(\sigma\).

Continuum level analysis of smooth images (cf. [69], [12] and [81]) shows first that the diffusivity should be chosen so that \(u_\nu\) increases at edges, i.e., so that \(\partial_t u_\nu > 0\). Furthermore, to avoid staircasing requires that \(\partial_t u_{\nu\nu}\) be locally maximal in the normal direction, i.e., that \(\partial_t u_{\nu\nu} = 0\) and \(\partial_t u_{\nu\nu\nu} < 0\) at edges. Assuming that normal derivatives of even order vanish at edges leads from (2.9) to the following explicit formulation of these conditions for one-dimensional images:

\[
\begin{align*}
\partial_t u_\nu &= \Phi'u_{\nu\nu\nu} > 0, \\
\partial_t u_{\nu\nu} &= 0, \\
\partial_t u_{\nu\nu\nu} &= 3\Phi''u_{\nu\nu\nu} + \Phi'u_{\nu\nu\nu\nu} < 0.
\end{align*}
\]  

(2.11)
Assuming that normal derivatives of odd order alternate in sign means that these conditions can be met with $\Phi' < 0$ and $\Phi'' < 0$. If the flux function has a single peak at $\lambda$ and a single inflection point at $\chi$, then edge slopes satisfying $\lambda < |u_x| < \chi$ are heightened at a locally maximal rate which leads to sharpening. Otherwise, smaller slopes with $|u_x| < \lambda$ are blurred and larger slopes with $|u_x| > \chi^+$ (i.e., $\Phi'' > \frac{1}{3}|\Phi'g(\nu_uu_{uuu})u_{uuu}^2|$) are heightened at a locally minimal rate which leads to staircasing. In higher dimensions, the situation is more complex since tangential diffusion can contribute to edge development by flattening homogeneous regions, and it can also contribute to edge degradation by drawing edge mass tangentially away.

Aside from this continuum level analysis, it is found in practice that separate Perona-Malik diffusivities with the same values for $\lambda$ and $\chi$ can still provide very different edge enhancement results. Computational experiments performed for [53] suggested that the most uniformly effective diffusivity would be that for which the normal diffusion coefficient $\Phi'$ in (2.9) would be as uniformly negative as possible. For example, if $M$ is the maximum possible gradient magnitude on a given grid, then defining $g(s) = (M - s)/s$ gives $\Phi'(s) = -1$. This approach is successful for one-dimensional images, but for two-dimensional images excessive smoothing results apparently since the tangential diffusion coefficient $g$ is so much larger in magnitude than the normal diffusion coefficient $\Phi'$. Such tangential smoothing can be explicitly subtracted away, as seen in the shock filters of [66], but a dissipative mechanism is desirable for noise reduction. These considerations suggest to balance smoothing in the tangential direction with sharpening in the normal direction as follows:

$$-1 = \frac{\Phi'(s)}{g(s)} = \frac{sg'(s) + g(s)}{g(s)} \quad \text{to obtain} \quad g(s) = \frac{1}{s^2}. \quad (2.12)$$

Computational results shown below in Fig. 3 demonstrate that this balanced forward-backward (BFB) diffusivity can sharpen edges over a wide range of slopes. On the other hand, to control the enhancement of noise, such as in Fig. 4 below, the balance can be introduced gradually in the parameterized BFB-$\kappa$ diffusivity as follows:

$$-\frac{s}{\kappa + s} = \frac{\Phi'(s)}{g(s)} = \frac{sg'(s) + g(s)}{g(s)} \quad \text{to obtain} \quad g(s) = \frac{1}{s(\kappa + s)}. \quad (2.13)$$

The BFB-$\kappa$ diffusivity follows the TV model, $g(s) = s^{-1}$, for gradients that are small in relation to $\kappa$, and then it passes to the BFB model for gradients that are large in relation to $\kappa$. By comparison, all Perona-Malik diffusivities follow the Gaussian model, $g(s) = 1$, for small gradients, while only $g(s) = [1 + (\frac{x}{\lambda})^2]^{-1}$ follows the BFB model for large gradients. Since the BFB and the BFB-$\kappa$ filters never follow the Gaussian model, they do not introduce normal smoothing for any gradient magnitudes. Paradoxically, in spite of such extremely limited dissipation in (2.12) and (2.13), these filters are seen in computational experiments to be remarkably stable and effective for image enhancement.

Since most implementations of nonlinear anisotropic filters are based upon finite differences and single-step time stepping [80], such discretizations are used for the comparisons shown in [53]; however, because of the requirements of the unbounded diffusivities, implicit time stepping is implemented uniformly instead of using the more usual explicit methods where they might be applicable. The unbounded diffusivities are computed numerically according to $g(\max\{s, \varepsilon\})$, where $\varepsilon$ is simply chosen small enough for results to be insensitive to its variation. Time stepping equations are solved only approximately using a few iterations of a Jacobi preconditioned conjugate gradient scheme.

The diffusion operator is discretized compactly at cell centers in a diagonal fashion using cell corners. Horizontal-vertical discretizations necessarily involve a broader stencil for the gradient calculation; consequently, they are more dissipative and conspicuously so where the gradient is diagonally oriented. The diagonal discretization employed involves interleaved (red-black) diagonal grids coupled through the diffusivity calculated from the gradient at cell corners. In
In some cases, the coupling can be weak enough that diagonal artifacts may result [65]; however, for images with mildly well behaved statistics, this coupling is sufficient.

Several filters are compared in [53] and representative results can be summarized as follows. First consider the synthetic image $u_0$ shown on the left in Fig. 3. Here, $u_0$ is a sum of six functions of the form $a(1 + bx^2 + cy^2)^{-d}$ chosen to create ever weaker edges. Then $u_0$ is filtered using (2.10) and (2.12), and the results are shown respectively in the middle and on the right.

The filters are compared in terms of measured magnetic resonance images in Fig. 4. Shown here on the left is an unfiltered magnetic resonance image of an atherosclerotic vessel. Then $u_0$ is filtered using (2.10) and (2.13), and the results are shown respectively in the middle and on the right. The parameters $\lambda$ for (2.10) and $\kappa$ for (2.13) are chosen just large enough to smooth the background noise. In the middle image, this choice also levels the signal into smoothly shaped flat zones bounded by high contrast edges to which $\lambda$ happens to be tuned. The result creates a kind of watercolor effect in the image. On the other hand, the BFB-$\kappa$ filter captures image features more realistically by preserving edges while significantly reducing the noise level. Even though tangential smoothing is the only explicit dissipative mechanism for this filter, such limited smoothing performs remarkably well at noise reduction.

### 2.3 Edge-Flat-Grey Filtering [44], [6], [7] ([3], [76], [4])

As explained above, the work of [53] was motivated by the requirements of the studies of [3], [76] and [4], but it was finally a filter developed in [44] which was used to preprocess magnetic resonance images of atherosclerotic vessels for segmentation and subsequent assessment of plaque stability. All the filters studied in [44] are variationally based. Specifically, for an unfiltered image $u_0$ defined on an image domain $P$ let $u$ be a filtered image defined as a minimizer for the functional:

$$J(u) = \int_P \phi(|\nabla u|) dx + \frac{\mu}{2} \int_P |u_0 - u|^2 dx$$

for which the necessary optimality condition is expressed in the steady state for the following descent minimization method:

$$\begin{align*}
\frac{\partial u}{\partial t} &= \nabla \cdot (g(|\nabla u|)\nabla u) + \mu(u_0 - u), & P \times [0, \infty) \\
u_n &= 0, & \partial P \times [0, \infty) \\
u(0) &= u_0, & P.
\end{align*}$$
Here, the variational penalty function $\phi$ gives the diffusivity $g(s) = \phi'(s)/s$, and as in (2.9),

$$
\partial_t u = \phi''(|\nabla u|)u_{u\nu
u} + g(|\nabla u|)(\nabla^2 u - u_{\nu\nu}) + \mu(u_0 - u) \quad (2.16)
$$

$u_{\nu\nu}$ is the partial derivative of $u$ in the direction $\nabla u$. Such filters are also implemented by nullifying $\mu$ and alternatively choosing a final diffusion time as a regularization parameter. In either case, this diffusion can be seen as a natural filtering process in which undesirable image features are dissipated while desirable features are either preserved or accentuated.

These filters are usefully classified according to whether the variational penalty function $\phi$ is convex ($\phi'' > 0$), concave ($\phi'' < 0$), or mixed in the sign of $\phi''$. This classification is revealing since convexity has a smoothing effect on the filtered image, while concavity is necessary for edge sharpening [65]. On the one extreme of convexity is classical Gaussian filtering which is known for its excessive smoothing properties [80]. On the other extreme of concavity is balanced-forward-backward (BFB) diffusion filtering [53] which provides multiscale edge enhancement over a wide range of slopes. Perona-Malik filtering [69] involves combining a zone of convexity with a zone of concavity, but such filters are necessarily tuned to enhance a narrow range of edge slopes; otherwise, edges are either blurred or staircased [53]. At the interface between convexity and concavity is total variation (TV) filtering [73] for which $\phi'' = 0$. TV filtering is known for its excellent reconstruction of apparently piecewise constant or blocky images. However, while TV filtering provides excellent edge preservation and excellent smoothing of flat regions, it suffers from a well known staircasing effect in regions with gradual image variations [80]. In other words, TV filtering treats edge and flat scale gradients well, but not grey scale gradients; therefore, edge-flat-grey (EFG) scale filtering [42] was developed by making $\phi''$ strictly positive for grey scales. Finally, Gauss-TV filtering [75] can be used to treat images as consisting of only grey and edge scale gradients.

The suitability of a given filter for medical imaging in particular depends naturally upon the specific goal of interest, and two classes of objectives are identified in [44]. On the one hand, it may be necessary to remove image noise without altering any underlying image details. Such denoising can be required, for example, prior to further quantitative image processing which can be particularly susceptible to measurement error; consider, e.g., diffusion tensor imaging [7]. On the other hand, it may be necessary to enhance specific features qualitatively by significantly modifying the image at the expense of quantitative accuracy. For example, accentuation of edges [53] or of fibers [80] can greatly facilitate a detailed visual examination of (potentially pathological) sites containing such features. Also, a reduction in the image histogram spread, or rather an increased flattening of homogeneous image regions, can greatly facilitate the segmentation of an image into its component tissue types. In [44] a specific edge-flat-grey filter satisfying certain extremal properties is constructed and compared with several filters once applied to measured noisy magnetic resonance images, and the results are discussed primarily with respect to the goal of denoising. However, since some of these filters
apparently provide good edge enhancement or good segmentation pre-conditioning, these goals are discussed as well. It is apparent from the results that convex total variation based filters can be implemented to perform very well for the medical imaging objectives explained here.

The excellent performance of total variation for filtering blocky images can be understood from (2.16), since the $TV$ penalty function $\phi(s) = s$ provides neither forward nor backward diffusion normal to level sets. Thus, edges are neither sharpened nor smoothed, but rather preserved during diffusion filtering. On the other hand, the pure tangential diffusion effectively smooths flat regions of an image. However, by adding $\mu(u_0 - u)$ to the right side of each line in (2.11) it can be seen that the reaction term can contribute to staircasing [12].

To overcome these disadvantages, the following novel edge-flat-grey function,

$$\phi(s) = \int_0^s \sigma g(\sigma) d\sigma, \quad g(s) = \begin{cases} \frac{1}{s} e^{-\frac{q(s)^2}{2}} & 0 \leq s \leq \gamma \\ \frac{1}{s} & s \geq \gamma \end{cases}, \quad q(s) = 1 - \left(\frac{s}{\gamma}\right)^2$$

(2.17)

is introduced in [44] as a smooth variational penalty function meeting the conditions set forth in [42] while providing excellent EFG scale filtering. To motivate the definition of the function (2.17), suppose for simplicity that $\gamma = 1$ and observe that the EFG penalty function takes the following form on the interval $[0, 1]$:

$$\phi'(s) = e^{-(1-s^2)^2} = sp(s) - 1 \quad \text{with} \quad p(s) = 1 + \frac{(1-s^2)^2}{\log(1/s)}.$$

(2.18)

Thus, the EFG penalty corresponds roughly to an $L_p$ penalty on $|\nabla u|$ where $p$ varies as shown in the left plot of Fig. 5. Also, shown on the right in Fig. 5 is a plot of $\phi''(s)$ on the interval $[0, 1]$. Note further that $p(0) = p(1) = 1$ and that $\phi''(s)$ is bounded. In light of (2.16), the plot of $\phi''(s)$ illustrates that diffusion normal to level sets of $u$ is strictly positive for a range of gradient magnitudes, but drops to zero for sufficiently large and for vanishing gradients. Thus, the EFG filter flattens image regions with small gradients $|\nabla u| \approx 0$, it smooths image regions with gradual variations $|\nabla u| < \gamma$, and it preserves edges with $|\nabla u| > \gamma$.

As in [53], the numerical implementation of (2.15) in [44] is based upon finite differences and single-step implicit time stepping, where unbounded diffusivities are computed numerically according to $g(\max\{s, \varepsilon\})$, and time stepping equations are solved only approximately using a few iterations of a Jacobi preconditioned conjugate gradient scheme. On the other hand, the diffusion operator is discretized in [44] in a Cartesian fashion which circumvents the decoupling between interleaved (red-black) diagonal grids discussed earlier.

Both convex and concave filters as well as total variation filters with and without the reaction term are compared in [44], and representative results can be summarized as follows. In Fig. 6, four selected magnifications of an unfiltered magnetic resonance image $u_0$ of the abdominal region are shown on the left. The image $u_0$ is filtered using the total variation penalty $\phi(s) = s$.
Figure 6: On the left are four selected magnifications of an unfiltered magnetic resonance image $u_0$ of the abdominal region. The image $u_0$ is filtered using the total variation penalty $\phi(s) = s$ and the edge-flat-grey penalty of (2.17), and the filtered results are shown respectively in the middle and on the right.

and the edge-flat-grey penalty of (2.17), and the results are shown respectively in the middle and on the right. In both cases (2.14) is minimized using the descent procedure (2.15) with $\mu > 0$. Note that the result with total variation filtering manifests an unnatural image flattening while the result with EFG filtering is smoother and yet preserves details more naturally. The tabulation of advantages and disadvantages found in [44] among the compared filters is shown in Table 1.

3 Dynamic Magnetic Resonance Imaging

3.1 Nonparametric Deconvolution Approaches [51]

While the problems discussed in the previous section are static in nature, the work of [51] involves analysis of spatiotemporal intensity data. Specifically, dynamic contrast enhanced magnetic resonance imaging involves to inject a bolus of contrast agent into a patient and to use rapid magnetic resonance imaging techniques to obtain a temporal sequence of images such as shown in Fig. 7, where the left and right images were measured, respectively, before and after

Figure 7: Magnetic resonance images taken from a series of images measured during the injection of a Gadolinium-DTPA based contrast agent. From left to right the images were measured, respectively, before and after the appearance of the contrast agent. In this particular sequence of images, the contrast agent causes a local elevation in the otherwise rather uniform intensity, and the change in intensity improves image contrast. The degree of intensity change from a baseline to a contrast enhanced intensity is used to compute the local concentration of the contrast agent algebraically; see, e.g., [67]. Once the dynamic distributed concentration of contrast agent is determined, it is used to estimate variations in tissue transport properties, which in turn may reveal or better visualize pathology such as the brain tumor which is partially visible in Fig. 7.

A commonly used approach for estimating distributed transport properties is to model the
<table>
<thead>
<tr>
<th>Filter</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>Preserves stronger edges.</td>
<td>Changes the shapes of edges by saw-toothing or by smoothing. Smoothes some details.</td>
</tr>
<tr>
<td>BFB</td>
<td>Preserves image details. Can provide multiscale edge enhancement. Is a candidate for segmentation pre-conditioning.</td>
<td>Creates unnatural image flattening, though less so than PM and TV.</td>
</tr>
<tr>
<td>PM</td>
<td>Can enhance a targeted edge strength.</td>
<td>Enhances only a limited range of edge strengths and otherwise edges are either smoothed or staircased. Blurs details and strongly flattens images.</td>
</tr>
<tr>
<td>TV</td>
<td>Reduces noise while preserving details.</td>
<td>Staircases regions of gradual variation, and more so with a reaction term. Creates unnatural image flattening.</td>
</tr>
<tr>
<td>EFG</td>
<td>Preserves details and avoids staircasing. Is a good candidate for segmentation pre-conditioning.</td>
<td>Flattens images.</td>
</tr>
<tr>
<td>Gauss-TV</td>
<td>Preserves details and avoids staircasing. Preserves natural roundedness of image objects.</td>
<td>Partially preserves some noisy patterns.</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Reduces noise.</td>
<td>Preserves some noisy patterns. Isotropic smoothing blurs details.</td>
</tr>
</tbody>
</table>

Table 1: Summary of filter results obtained in [44].

The interaction between tracer and a voxel of tissue with a convolution:

\[ C_T(t) = \int_0^t K(t - s)C_{AIF}(s)ds. \] (3.1)

Here, \( C_T \) is the concentration of tracer within the selected tissue voxel \( T \), \( C_{AIF} \) is the concentration of tracer entering the voxel, i.e., the arterial input function, and \( K \) is a convolution kernel representing the response of the tissue to an impulsive arterial input. Note that \( C_{AIF} \) is commonly assumed to be spatially invariant over a wide tissue region and it estimated by the tracer concentration within a nearby major artery. Thus, \( C_{AIF} \) is determined from intensities at an artery site while \( C_T \) is determined from intensities at the selected tissue site. Then the goal is to determine the convolution kernel \( K \) voxelwise and to represent its static properties by imaging. The question concerning what can be inferred from the convolution kernel \( K \) is a major topic of [49], but the following accepted parameters are derived in [49] on the basis of a revised theory: the volumetric flow rate per unit tissue volume, \( \mathcal{F}_T = K(0) \), the mean transit time, \( T_T = \int_0^\infty K(t)/K(0)dt \), and the effective volume fraction, \( V_T = T_T \mathcal{F}_T \).

The problem of solving for the kernel \( K \) in (3.1), from given data \( C_T \) and \( C_{AIF} \), is well known to be ill-posed; see [22] and the references cited therein. This ill-posedness is considered in the present context in [51] by supposing that the tracer is injected impulsively and that it travels through at least three major compartments: from the injection site through the right heart, from the right heart through the lungs to the left heart, and from the left heart to the tissue. When each of \( n + 1 \) compartments is well mixed with the same compartment kernel \( \nu e^{-\nu t} \), then the arterial input at the tissue site is given through the \( (n + 1) \)-fold convolution of the unit kernel:

\[ C_{AIF}(t) = \delta(t) * [\nu e^{-\nu t}]_1 * \cdots * [\nu e^{-\nu t}]_{n+1} = \nu^\frac{(n+1)}{n!}e^{-\nu t}. \] (3.2)
Since convolution is linear, it follows for $C_{\text{AIF}}$ fixed according to (3.2) that the kernel $K$ depends discontinuously on data $C_T$ when a noisy disturbance $N_\varepsilon$ of $C_T$ can be found which generates an error $E_\varepsilon$ in $K$ where $N_\varepsilon$ vanishes while $E_\varepsilon$ diverges as $\varepsilon$ vanishes. The following is proved in [51] and shows further that the deconvolution problem is progressively more sensitive to noise as the number of injection-to-tissue compartments increases and thereby increases the initial smoothness of $C_{\text{AIF}}$.

**Theorem 2** For each $n \in \mathbb{N}$ and for $C_{\text{AIF}}$ given by (3.2) there exist functions $N_\varepsilon$ and $E_\varepsilon$ depending upon $\varepsilon > 0$ and satisfying $N_\varepsilon = E_\varepsilon \ast C_{\text{AIF}}$ and

$$\sup_{t \geq 0} |N_\varepsilon(t)| \leq c_1 \varepsilon, \quad \sup_{t \geq 0} |E_\varepsilon(t)| \geq c_2 \varepsilon^{-n}$$

(3.3)

for constants $c_1$ and $c_2$ which do not depend upon $n$ or $\varepsilon$.

Since $K(t)$ represents the amount of tracer which has not yet cleared the tissue after an impulsive injection [49], the kernel is necessarily non-increasing and thus the solution to the deconvolution problem is naturally regularized according to the following constrained minimization:

$$\min_{K \in B} \left\{ \|C_T - K \ast C_{\text{AIF}}\|_{L^2[0,T]} \right\} \text{ subject to: } K' \leq 0, \quad K \geq 0$$

(3.4)

where $B$ is an appropriate function class. Although a square-integrable, unbounded, decreasing kernel can satisfy the convolution equation $C_T = K \ast C_{\text{AIF}}$ for differentiable functions $C_{\text{AIF}}$ and $C_T$, e.g., $K(t) = t^{-1/4}$ and $C_{\text{AIF}}$ in (3.2), discretized data provide an a priori bound on the kernel. Specifically, it is assumed in [51] that the discrete data $\{t_i, C_{\text{AIF}}(t_i)\}$ and $\{t_i, C_T(t_i)\}$ are represented as continuous piecewise linear functions, and the following is proved to establish the resulting bound on $K$.

**Theorem 3** Assume that the data $C_T$ and $C_{\text{AIF}}$ are continuous, non-negative functions which are linear in each interval $[t_i, t_{i+1}]$, $i = 0, \ldots, N - 2$, $t_i = iT/(N - 1)$, and that these data vanish with positive slope at $t = t_0$. Let $(K, \lambda, \mu)$ be a solution to the optimality system for (3.4) for which $\mu \in C^0[0,T]$, $\lambda \in C^1(t_i, t_{i+1}) \cap C^0[0,T]$, and $K \in C^2(t_i, t_{i+1}) \cap L^2[0,T]$ hold for $i = 0, \ldots, N - 2$. Then $K$ is constant in each interval $(t_i, t_{i+1})$, non-increasing, and bounded in terms of the data values.

It follows from this theorem that a kernel $K$ so estimated has bounded variation on $[0,T]$. Thus, approximation schemes employing a finite dimensional set $B$ in (3.4) are vulnerable to the staircasing effect which is well known for total variation regularization.

Specifically, both spline bases and exponential bases are considered in [51], and it is found that a monotonicity constrained spline basis can provide an excellent reconstruction of a piecewise constant kernel corresponding to a plug flow; however, a kernel with gradual variations corresponding to a mixing flow can be estimated with a sequence of stair-steps. On the other hand, a monotonicity constrained exponential basis resists staircasing since very many exponential functions are required to approximate a stair-step; thus, an exponential basis is less well suited for plug flow and better suited for a mixing flow.

Computational experiments in [51] reveal that both spline and exponential bases require further regularization. It is found that spline nodes are best distributed uniformly and the number of spline nodes is determined by an $L$-curve criterion in which the equation residual is balanced against the derivative of the kernel. Spline knots are chosen according to the spline smoothness desired. On the other hand, on the basis of the M"untz Theorem and computational experiments, the time scales of an exponential basis are chosen to be harmonically distributed, and the number of time scales is determined by an $L$-curve criterion in which the equation residual is balanced against the derivative of the kernel.

For both spline functions and exponential functions, the monotonicity constraint must be implemented in a discretized fashion, and experimentation with various candidates demonstrates
the best discretizations among those considered and reveals additionally that the monotonicity constraint is indeed active. The most natural condition for splines, which is sufficient but not necessary, is that the coefficients of canonical basis functions be monotone; see [51]. On the other hand, the standard condition for monotonicity of an exponential basis established in [19] is considerably generalized in [51]. Specifically, when the estimated kernel $K$ takes the form:

$$K(t) = \sum_{m=1}^{M} k_m e^{-\lambda_m t}$$  \hspace{1cm} (3.5)

it is guaranteed to be monotone when the coefficients $k_m$ are non-negative, but in this case $K$ is completely monotone and thus extremely smooth. A more general condition is given by:

$$k^T [\Lambda D_1^{-1} \ldots D_{M-1}^{-1}] \geq 0$$  \hspace{1cm} (3.6)

where $k^T = \langle k_1, \ldots, k_M \rangle$, $\Lambda = \text{diag}\{\lambda_1, \ldots, \lambda_M\}$ and

$$D_m = \text{tridiag} \left\{ \begin{bmatrix} -\Delta_{m+1} & -\Delta_{m+2} & \cdots & -\Delta_{m-M} & 0 & \cdots & 0 \\ \Delta_{m+1} & \Delta_{m+2} & \cdots & \Delta_{m-M} & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ - & 0 & \cdots & \Delta_{m+1} & 1 & \cdots & 1 \\ 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \end{bmatrix} \right\}^T, \quad \Delta_i^j = (\lambda_i - \lambda_j)^{-1}. \hspace{1cm} (3.7)$$

The following is proved in [51].

**Theorem 4** Assume that the values $\{\lambda_m\}_{m=1}^{M}$ are positive and distinct. Then under the condition (3.6), the function $K(t)$ in (3.5) is non-negative and non-increasing.

The accuracy of spline and exponential bases is examined in detail in [51] in relation to known solutions, and the results are described above for plug flow and for mixing flow. On the other hand, results from applying these constrained bases to measured data are compared qualitatively in Fig. 8 with the result obtained from the standard truncated singular value decomposition (TSVD) approach [67]. The estimation from TSVD clearly manifests significant oscillations. Consistent with the ill-posedness of the deconvolution, all residuals $C_T - K*C_{AIF}$ are small, although the regularization present in all methods prevents to match the steep ascent in the data, which could otherwise be achieved with unconstrained and sufficient freedom in (3.4). The constrained splines estimation is evidently more accurate than the TSVD estimate, but the constrained exponentials estimate appears the most natural.

On the basis of these results and because exponential functions are widely regarded by practitioners to have a natural physiological basis, the constrained exponentials approach is applied to the dynamic contrast enhanced magnetic resonance imaging sequence of Fig. 7, and the pixelwise computed physiological parameters $\nu_T$, $F_T$ and $T_T$ are shown in the respective columns of Fig. 9 compared with results from the standard TSVD approach. The images in the top row of Fig. 9 were computed using the constrained exponentials approach while the images in the second row were computed using the standard TSVD approach. In all images, a cerebral tumor is evident in the upper portion of the images. Note that in spite of there being no explicit spatial coupling among the deconvolutions in either approach, the images manifest the following surprising spatial correlation. The images obtained by the constrained exponentials approach manifest a sharpness typical of images regularized through spatial total variation, while the images obtained by TSVD manifest a slight blur typical of images spatially regularized through Gaussian filtering. This apparent spatial correlation will be studied further in relation to the theory developed in [30].

**3.2 Revision of the Theory of Tracer Transport [49]**

The development of the kernel estimation techniques in [51] led to efforts to clarify precisely what can be determined from dynamic contrast enhanced magnetic resonance imaging data,
Figure 8: Results of solving (3.1) with TSVD, constrained splines, and constrained exponentials are shown respectively in rows 1 through 3. The solid curves in the left column are the kernel estimations. In the right column the dash-dotted curve is $C_{AIF}$, the dashed curve is $C_T$, and the solid curves are the convolutions $K \ast C_{AIF}$.

and thus it was discovered in [49] that the foundational work of [83] on the theory of tracer transport requires revision. The need for revision can be seen readily by considering the simple compartmental examples of Fig. 10, in which the physiological mechanisms of interest in [83] are represented in Fig. 10b while the mathematical formulation appearing in that work applies to Fig. 10a. In both the examples of Fig. 10, a tissue region is divided into two compartments which are assumed to be well mixed and with constant volumes $V_i$. Tracer concentration in compartment $i$ is denoted by $C_i$. Transport of a tracer into and out of the tissue region occurs only through concentration functions $C_{AIF}$ and $C_{VOF}$, respectively, i.e., an arterial input function and a venous output function. The passive transport mechanisms of convection and diffusion are represented respectively by unidirectional and bidirectional transport paths and corresponding rate constants $k_i$ or $k_{ij}$ between compartments. When compartments 1 and 2 are regarded respectively as intravascular and extravascular spaces, Fig. 10b is clearly the more fitting description of perfusion and permeation in the tissue region. Specifically, perfusion
The pixelwise computed parameters, $V_T$, $F_T$ and $T_T$ were derived from the image sequence shown in Fig. 9 and are shown respectively in columns 1 through 3. Results for the constrained exponentials approach and the TSVD approach are shown respectively in the top and bottom rows.

$C_{AIF}$ \xrightarrow{k_1} C_1 \xrightarrow{} C_{VOF}$

$C_{AIF}$ \xrightarrow{k_1} C_1 \xrightarrow{k_{12}} C_{VOF}$

Figure 10: Compartment networks with (a) purely convective exchange shown on the left, and (b) convective and diffusive exchange shown on the right. The parameters in (3.8) may be chosen so that the respective residue functions are identical.

According to [83], if $h_1$ and $h_2$ are the distributions of tracer transit times through the intravascular and extravascular spaces respectively, and $E$ is the fraction of tracer extracted from the intravascular space, then the distribution of tracer transit times through the tissue region is given by:

$$h(t) = (1 - E)h_1(t) + Eh_2(t) \ast h_1(t)$$  \hspace{1cm} (3.9)

where $C$ is a vector of concentrations, $V$ is a diagonal matrix of volumes, $b$ is a vector whose nontrivial $i$th component is $k_i$ when $i - 1$ is out of range, and $A$ is a matrix representing all other multiplications shown in the index formulation on the left in (3.8). For Fig. 10a the matrix $A$ is lower triangular and for Fig. 10b the matrix $A$ is full.

The differential formulation of transport for systems such as in Fig. 10 is given by:

$$V_i C'_i + k_i (C_i - C_{i-1}) = \sum_{j \neq i} k_{ij} (C_j - C_i) \quad \text{or} \quad V C' = AC + bC_{AIF} \quad (3.8)$$
function. From the explicit solution to (3.8),

\[ C(t) = \exp \left[ V^{-1}At \right] C(0) + \int_0^t \exp \left[ V^{-1}A(t - s) \right] V^{-1}b\text{AIF}(s)ds. \] (3.10)

it is seen that the diffusive connection between compartments 1 and 2 in Fig. 10b creates such a strong coupling between them that independent impulse responses cannot even be defined for these two compartments. However, impulse responses are readily defined for the compartments of Fig. 10a, and the solution (3.10) is readily shown to agree with (3.9).

Notice that the intra- and extravascular spaces may be arbitrarily finely compartmentalized, even represented by distributed parameter models, and yet so long as the two are in passive diffusive contact with one another, impulse responses can no more easily be defined for the two spaces than they can for the simple two-compartment model considered above. More serious still is the fact that one cannot determine by measurement of the impulse response of a tissue region whether that region is characterized by a model such as Fig. 10a or Fig. 10b. To see this, note that the solution to (3.8) for both of the cases Fig. 10a and Fig. 10b is a sum of two exponentials. Given those exponentials, it cannot be determined whether the system eigenvalues are those of the lower triangular matrix for Fig. 10a or of the full matrix for Fig. 10b. This last observation is a special case of the general non-identifiability result shown below in Theorem 5.

From (3.10) the average tissue concentration is given by \( C_T = e^TVC / e^TV e \), where \( e \) is a vector with all components equal to one. Under the assumption that the initial concentration in the tissue region is zero, \( C_T \) and \( \text{AIF} \) are related by the convolution in (3.1) where the kernel is given through (3.10) by \( K(t) = e^T \exp[V^{-1}t]b / e^TV e \) for an arbitrary number of compartments. Tissue transport states are associated with the spectral properties of the convolution kernel as follows on the basis of the detailed results shown in [49].

For pure convection the eigenvalues of \( AV^{-1} \) are clustered, and the representative kernel is a sum of Erlang distributions. In the ischemic limit that flow is limited to a narrow convective chain, an Erlang distribution leads to a step function representation of a plug flow. On the other hand, high vascularization increases the variance in the eigenvalue cluster. For pure streamline oriented diffusion, the eigenvalues of \( AV^{-1} \) are widely distributed, and the representative kernel is a sum of decaying exponential functions. In the limit of high diffusivity, all but one eigenvalue of \( AV^{-1} \) give negligibly transient dynamics and the smallest eigenvalue leads to a mono-exponential kernel. For pure permeation oriented diffusion, the eigenvalues of \( AV^{-1} \) are widely distributed and can easily be complex. Such eigenvalues make the representative kernel a sum of products of trigonometric and decaying exponential functions, which corresponds to recirculation of contrast agent through the tissue region.

On the basis of such results, a physiologically meaningful basis with which to represent the desired kernel might consist of the span of decaying exponential functions, products between polynomials and decaying exponentials, and products between trigonometric and decaying exponential functions. Ideally, when a kernel is estimated from the span of such functions, the weights of these different types of span elements might be correlated to the respective tissue transport states described above. However, the following theorem shows that a kernel which could correspond to any one of these states may be approximated arbitrarily well by a purely convective kernel, and thus these different tissue transport states cannot be decided on the basis of the kernel alone. In the following, the tissue region may be viewed as divided into \( M \) convective tubes, each containing \( N \) subregions. Note that the assumption \( \int_0^\infty K(t)dt \leq 1 \) in the following is natural since \( V_T \) is the effective volume fraction.

**Theorem 5** Suppose that \( K(t) \in L_1[0, \infty) \) is non-negative and non-increasing and satisfies \( \int_0^\infty K(t)dt \leq 1 \), and suppose that a constant \( \text{vol}(\Omega) \) is given. Then \( K \) can be approximated arbitrarily well in \( L_1[0, \infty) \) for sufficiently large \( N, M, S = N \times (M + 1) \) by \( e^T \exp[AV^{-1}t]b / e^TV e \) where \( V \) is a block diagonal matrix \( \text{diag}(V_mI)_{m=0}^{M} \) with \( N \times N \) diagonal blocks \( V_mI \), \( V_m > 0 \), satisfying \( e^TV e = \text{vol}(\Omega) \), \( A \) is a block diagonal matrix \( \text{diag}(A_mI)_{m=0}^{M} \) with \( N \times N \) lower
In [49] a revised theory of tracer transport is formulated in terms of a fully distributed convection-diffusion model. For this, let \( \Omega \) be a given tissue region containing both intravascular and extravascular spaces. Let \( \mathbf{v} \) be a vector field such that \( \mathbf{v} \) has the same orientation as convection when convection is present and \( [I - \mathbf{v}\mathbf{v}^T] \) has the same orientation as permeation when permeation is present. Assume further that \( \mathbf{v} \) is supported only in regions of convection or permeation, where \( \mathbf{v} \mathbf{v} = 1 \) holds, and otherwise \( \mathbf{v} = 0 \). Let \( F \) (length/time) denote the mean fluid velocity supported only on regions of convection, where the measure of this support depends upon the extent of vascularization in \( \Omega \). Then the spatiotemporal distribution of contrast agent concentration \( C \) (mass/volume) is modeled by:

\[
\partial_t C + \nabla \cdot (F \mathbf{v} C) = \nabla \cdot (D(\mathbf{v}) \nabla C), \quad D(\mathbf{v}) = D_{\mathbf{v}\mathbf{v}}^T + P[I - \mathbf{v}\mathbf{v}^T] \tag{3.11}
\]

where \( D \) is a diffusivity tensor which includes a convection oriented diffusivity \( D \) (area/time) and a permeation oriented diffusivity \( P \). While \( D \) is convection oriented in the lumen, \( D \) is permeation orthogonal in a membrane. Similarly, \( P \) is permeation oriented in a membrane and convection orthogonal in the lumen. Furthermore, in a membrane \( P = \mathcal{P} \tau \) depends upon a distributed permeability \( \mathcal{P} \) (diffusivity/depth) and a distributed membrane thickness \( \tau \). In the interstitial space, \( \mathbf{v} = 0 \) holds and \( P \) is the local isotropic diffusivity. Naturally, when membranes are disrupted, the convective space must be enlarged from the lumen to include the portion of interstitial space in which flow is present. The diffusivity tensor \( D(\mathbf{v}) \) may of course be generalized, but the diffusion mechanisms shown in (3.11) are those which have received the most attention in the literature [16]. The (contrast agent) influx and outflux portions of the boundary \( \partial \Omega \) are the subsets where \( F\mathbf{n}^T\mathbf{v}C < \mathbf{n}^T D(\mathbf{v}) \nabla C \) and \( F\mathbf{n}^T\mathbf{v}C > \mathbf{n}^T D(\mathbf{v}) \nabla C \) hold, respectively, where \( \mathbf{n} \) is the outward directed unit normal vector. The (fluid) inflow and outflow boundaries are the arterial inflow \( F\mathbf{n}^T\mathbf{v} < 0 \) and venous outflow boundaries \( F\mathbf{n}^T\mathbf{v} > 0 \), respectively. As found in [49], diffusive exchange between \( \Omega \) and its surroundings must be assumed zero in order to define an impulse response for \( \Omega \), and under this assumption, the influx and outflux boundaries coincide with the inflow and outflow boundaries respectively.

The tissue states described above are related as follows in [49] to the convection-diffusion model. First assume that transport is convection dominated. When the tissue is ischemic, \( F \) is supported on a smaller subset of \( \Omega \), and a concentration wave entering \( \Omega \) remains more coherent during transit and exits with a very narrowly distributed transit time. In case of high vascularization, \( F \) is more widely supported in \( \Omega \), and a concentration wave entering \( \Omega \) manifests more dispersion during transit and exits with a widely distributed, yet finite, transit time. Now assume that transport is not convection dominated so that flux into and out of \( \Omega \) may occur by diffusion in addition to convection. In such cases, the mixing resulting from diffusion leads not only to considerable dispersion of entering concentration waves but the contrast agent clears from \( \Omega \) only after infinite time as a result of upstream diffusion.

One approach to identify tissue parameters is to identify the coefficients in (3.11) from spatiotemporally distributed concentration data; see [11]. Alternatively, (3.11) may be integrated and a semigroup theory used in order to develop the convolution model (3.1) for a selected tissue region \( \Omega \). For this, the following assumptions are made. It is evident from solutions given in [49], that in order to avoid diffusive coupling between \( \Omega \) and its surroundings and thereby isolate \( \Omega \) for the desired model, the concentration flux at the boundary of \( \Omega \) must be assumed to be purely convective. Further, it is assumed that the fluid flow through every subset of \( \Omega \) is balanced so that \( \int_{\partial \Omega} F \mathbf{v}^T \mathbf{n} \, dx = 0 \) holds for every \( D \subseteq \Omega \). It is also assumed that the parameters \( F, \mathbf{v}, P, \) and \( D \) in (3.11) are time-independent, and thus the tissue exhibits stationarity in the sense of [82]. Finally, it is assumed that the concentrations \( C_{\text{AIF}} \) and \( C_{\text{VOF}} \) are spatially constant along the inflow and outflow boundaries respectively.
Thus, the Cauchy problem associated with (3.11) is given as follows. Let $\chi$ be the characteristic function vanishing outside a very narrow but smooth subset of $\Omega$ which borders on $\Gamma = \{ \partial \Omega : Fv^T n < 0 \}$ with $\int_\Omega \chi dx = 1$. Also define $n$ on the support of $\chi$ by its value at the nearest point on $\Gamma$, and note that $v^T n < 0$ holds on a sufficiently narrow support of $\chi$. Then for an arbitrary $t^* > 0$, let the Cauchy problem be formulated as:

\[
\begin{align*}
C'(t) &= AC + BC_{AIF}, \quad 0 \leq t \leq t^* \\
C(0) &= C_0
\end{align*}
\]

(3.12)

where $A$ is defined by:

\[
\begin{align*}
AC &= \nabla \cdot (D(v)\nabla C) - \nabla \cdot (Fv C) + Fv^T n \chi C \\
\text{Dom}(A) &= \{ C \in H^2(\Omega) : n^T D(v) \nabla C = 0, \partial \Omega \}
\end{align*}
\]

(3.13)

and $B$ is defined by:

\[
BC = -Fv^T n \chi C.
\]

(3.14)

When $\chi$ is interpreted as $\delta_{\Gamma}$, then spatial integration of (3.12) and application of the Gauss Theorem to divergence terms shows that the term $Fv^T n (C - C_{AIF}) \chi$ in $AC + BC_{AIF}$ creates an arterial input source $C_{AIF}$ on $\Gamma$. The existence of the semigroup $S(t) = \exp[At]$ is guaranteed by Theorem 6 given below and proved in [49], and the counterpart to (3.10) in the distributed parameter setting is given by the following solution to the Cauchy problem (3.12):

\[
C(t) = S(t)C_0 + \int_0^t S(t-s)BC_{AIF}(s)ds.
\]

(3.15)

**Theorem 6** Assume that the operator $A$ satisfies the uniform ellipticity condition $\theta \|x\|^2 \leq x^T Dx, \forall x \in R^d$, that $D, P, F \in L_{\infty}(\Omega)$ and that $\partial \Omega$ is smooth. Then $A$ generates a semigroup $S(t) \in C([0, \infty), L_2(\Omega))$ and satisfies $\|S(t)\| \leq e^{\omega t}$ where $\omega = \|F\|_{\infty}/(4\theta)$. Also, for every $C_{AIF} \in L_2([0, t^*], L_2(\Omega))$, the unique weak solution to (3.12) is given by the mild solution in (3.15).

The average tissue concentration is then given from (3.15) by $C_T = \int_\Omega C(t)dx/\text{vol}(\Omega)$, and under the assumption that the initial concentration in $\Omega$ is zero, $C_T$ and $C_{AIF}$ are related by the convolution (3.1) with a kernel which is given through (3.15) for vanishing support of $\chi$ as the limit of kernels of the form $K(t) = \int_\Omega S(t)Fv^T n \chi dx/\text{vol}(\Omega)$. Thus, on the basis of (3.11), the convolution model (3.1) is obtained from the semigroup formulation and the solution (3.15) to the Cauchy problem (3.12). Then formulas for physiological parameters, such as those for $K_T, T_T$ and $V_T$ given in the discussion following (3.1), are derived by integration of (3.11) as shown in detail in [49].

### 4 Numerical and Computational Formulations for Early Vision

#### 4.1 Magnetic Resonance Coil Sensitivity Estimation [48], [7], [8], [9]

To improve temporal resolution for the dynamic contrast enhanced magnetic resonance imaging examinations discussed above, acquisition can be accelerated by measuring in parallel with coils which under-sample in a complementary fashion. However, when images are so measured for the phantom object shown on the left in Fig. 12, the result for four parallel coils is shown in Fig. 11. Specifically, because of under-sampling, each image is aliased or folded. Because each coil has a nonuniform sensitivity, each unfolded image is modulated with a smooth and nonuniform illumination. To correct for these corruptions requires to estimate the coil sensitivities.

In general, it is required to estimate a coil sensitivity $C$ in a global field of view within which tissues may move during a dynamic examination; see the globally estimated coil sensitivity in
the image on the right of Fig. 13. In [48], the sensitivity is estimated as $C \approx U_b/U_s$ from a single static pair of images, where $U_b$ is measured with a uniformly sensitive (body) coil and $U_s$ with the (surface) coil in question, as shown respectively in the first two images of Fig. 13. However, the measurements are corrupted by noise, the data are compactly supported and discontinuous at tissue boundaries, and yet the sensitivity is globally very smooth.

The estimation procedure proposed in [48] is to minimize a sum of a data residual and a high-order regularization suitable for exponentially varying sensitivities. Specifically, the complex-valued residual $U_bC - U_s$ is partitioned into its real and imaginary parts and expressed as $m\varphi - r$ in terms of real-valued functions. Then the function $\varphi$ is estimated on a rectangular domain $\Omega \subset \mathbb{R}^N$ as a minimizer for:

$$J(\varphi) = \int_{\Omega} |m\varphi - r|^2 \, dx + \mu \sum_{|\alpha| = \nu} \frac{\nu!}{\alpha!} \int_{\Omega} |\partial^\alpha \varphi|^2 \, dx$$  \hfill (4.1)$$

where a selected $\nu$ permits polynomial growth of degree $\nu - 1$ at the boundary $\partial \Omega$. Several other cost functionals are considered in [48], including those which attempt to remove the effect of the boundary and those involving high-order nonlinear penalties such as investigated in [56]; however, none of these functionals was found to perform better than (4.1). In the form (4.1), the problem is related to the surface estimation problem of early vision [70].

The high-order optimality system corresponding to (4.1), as well as other early vision problems considered below [45], is given by:

$$B(\varphi, \psi) = F(\psi), \quad \forall \psi \in H^\nu(\Omega)$$  \hfill (4.2)$$
in which $B$ and $F$ possess the structure:

$$B(\psi, \varphi) = B(\varphi, \psi) = B_\mu(\varphi, \psi) + B_0(\varphi, \psi) \quad (4.3)$$

$$F(\psi) = (f, \psi)_{L^2(\Omega)}, \quad f \in L^2(\Omega) \quad (4.4)$$

where a bilinear form $B_0$ involves no derivatives of its arguments but rather multiplication by intensity data,

$$B_0(\varphi, \psi) = (g \cdot \varphi, g \cdot \psi), \quad g \in L^\infty(\Omega), \quad \varphi, \psi \in H^\nu(\Omega) \quad (4.5)$$

and a bilinear form $B_\mu$ involves regularizing derivatives of its arguments. Under conditions on the data $f$ and $g$ [48], these forms are bounded:

$$|B(\varphi, \psi)| \leq c\|\varphi\|_{H^\nu(\Omega)}\|\psi\|_{H^\nu(\Omega)}, \quad |F(\psi)| \leq c\|\psi\|_{H^\nu(\Omega)} \quad (4.6)$$

and coercive:

$$|B(\varphi, \varphi)| \geq c\|\varphi\|^2_{H^\nu(\Omega)} \quad (4.7)$$

In the present context, $B_\mu$ satisfies $B_\mu(\varphi, \psi) = \mu(\varphi, \psi)_{H^\nu(\Omega)}$ and $f = rm$ and $g = m$ hold. Furthermore, there exists an operator $L$ satisfying:

$$(L\psi, \psi)_{L^2(\Omega)} = (\varphi, L\psi)_{L^2(\Omega)} = B(\varphi, \psi), \quad \forall \varphi, \psi \in \text{Dom}(L) = H^{2\nu}(\Omega), \quad L^* = L. \quad (4.8)$$

Several finite difference discretizations of this problem,

$$[\mu B_h + M] \vec{\Phi} = \vec{R} \quad (4.9)$$

are considered in [48], where the banded matrix $\mu B_h$ is a discretization of $B_\mu$, the diagonal matrix $M$ is a discretization of $B_0$, the vector $\vec{R}$ is a discretization of $F$, and $\vec{\Phi}$ is a vector of grid values for $\varphi$. For instance, for $\nu = 2$ it is noted that a factorization of the discrete biharmonic into discrete Laplacian factors $B_h = \Delta_h \cdot \Delta_h$ is computationally convenient, and yet this expedient approximation implicitly employs Neumann boundary conditions which are conspicuously flattening at $\partial \Omega$ when the data are compactly supported. Furthermore, when the discrete biharmonic is not factorized and instead discretized in the standard way as shown on the right,
along with natural modifications near the boundary as shown toward the left, the resulting estimate can manifest a conspicuously unnatural asymmetry as demonstrated in Fig. 14. In this example, the function $r$ shown on the left in Fig. 14 is a compactly supported restriction of a quadratic function, and the function $m$ is the characteristic function for the support of $r$. The function shown on the right in Fig. 14 is obtained by solving (4.9) with $B_h$ discretized according to (4.10). Such results are improved in [48] with radially symmetric stencils, but the best results are achieved in [48] with finite element discretizations:

$$B(\varphi_h, \chi) = F(\chi), \quad \forall \chi \in S_h^\nu(\Omega)$$

(4.11)

where $S_h^\nu(\Omega) \subset C^{\nu-1}(\Omega) \cap H^\nu(\Omega)$ is the $N$-fold tensor product of B-splines of degree $\nu$. According to Céa’s Lemma [18], the solutions to (4.2) and (4.11) satisfy:

$$\|\varphi - \varphi_h\|_{H^\nu(\Omega)} \leq c \inf_{\chi \in S_h^\nu(\Omega)} \|\varphi - \chi\|_{H^\nu(\Omega)}$$

(4.12)

and convergence follows from the approximation property [2], which holds under minimal regularity $\varphi \in H^\nu(\Omega)$:

$$\inf_{\chi \in S_h^\nu(\Omega)} \|\varphi - \chi\|_{H^\nu(\Omega)} \leq c \sum_{|\alpha| = \nu} \sup_{|y| \leq h} \int_\Omega |\partial^\alpha \varphi(x - y) - \partial^\alpha \varphi(x)|^2 dx \to 0, \quad h \to 0. \quad (4.13)$$

In spite of the convergence guaranteed by the finite element method in the limit of grid refinement, it is shown in [48] that the practical implementation for regularized early vision problems suffers ameliorable flaws which can be understood with the 1D example of figure 15. In this example, the function $r$ shown dotted in both plots of Fig. 15 is a compactly supported restriction of a quadratic function, and the function $m$ is the characteristic function for the support of $r$. The solid curves shown in Fig. 15 are finite element solutions to (4.9) with $\nu = 4$ for $\mu/h^4$ large and for $\mu/h^4$ small respectively. The example shows that when $\mu/h^4$ is large, the estimation is naturally quite smoothed in relation to the data. To bring the estimation ever closer to the data requires that $\mu/h^4$ be smaller, and in practice it is desirable for the method to provide consistent results in the limit that $\mu/h^4 \to 0$ as the signal-to-noise ratio becomes ever better. However, the numerical result here is quite aberrant as $\mu/h^4$ becomes smaller. This behavior can be understood by showing that smooth trivial solutions do not satisfy the pure finite element discretization in (4.11) when the data are discontinuous.

This problem is corrected by using a lumping approach in which $B_0$ is diagonalized according to:

$$B_0(\chi^\nu_i, \chi^\nu_j) = (g \cdot \chi^\nu_i, g \cdot \chi^\nu_j)_{L^2(\Omega)} - \delta_{ij} (g_i - \frac{\nu}{2} \cdot g_i - \frac{\nu}{2}) \|\chi_{i-\frac{\nu}{2}}\|_{L^2(\Omega)}^2. \quad (4.14)$$
where \( \Delta y \) is the height of the folded images. Solving these systems for each \( (x, y) \) provides the so-called sensitivity encoded or SENSE reconstructed image \( U^\ast \) [71].

Figure 12 now demonstrates the effect of the coil sensitivity estimation on the SENSE reconstruction. The SENSE reconstruction shown in the middle in Fig. 12 was obtained from coil sensitivities estimated by solving (4.9) with \( \nu = 2 \) and using the factorization of the discrete biharmonic into discrete Laplacian factors \( B_h = \Delta_h \cdot \Delta_h \). The SENSE reconstruction to the right in Fig. 12 was obtained from coil sensitivities estimated by solving (4.15) for \( \nu = 2 \). Note in the middle image of Fig. 12 the ghost outlines of spuriously unfolded image boundaries resulting from coil sensitivity estimation insufficiencies. On the other hand, the image on the right in Fig. 12 suffers much less so from such ghostings, even with \( \nu = 2 \). These techniques have been applied in medical contexts and further details on the applications are found in [7], [8] and [9].

A procedure currently under investigation, a generalization of that reported in [24], is to reconstruct the image \( U^\ast \) from images \( \{U_{si}\}_{i=1}^n \) such as those in Fig. 11 without having references

**Figure 15**: Shown dotted in both plots is \( r \), a compactly supported restriction of a quadratic function, and \( m \) is the characteristic function for the support of \( r \). The solid curves are finite element solutions to (4.9) with the case that \( \mu/h^4 \) is large shown on the left, and the case that \( \mu/h^4 \) is small shown on the right.

Here \( g_{i-\frac{\nu}{2}} = g(x_{i-\frac{\nu}{2}}) \) where \( \chi^\nu_i \) peaks at \( x = x_{i-\frac{\nu}{2}} \) and \( \{\chi^\nu_i\} \) denotes the canonical basis of B-splines of degree \( \nu \) for \( S^\nu_2(\Omega) \) [40]. With the modification shown in (4.14), convergence in the limit of increasing data fidelity and vanishing regularization is obtained as explained in [48]. Furthermore, when the lumping in (4.14) is used, the grids can alternatively be taken to include the ghost cells as illustrated below in Fig. 16, the finite element coefficients \( \Phi_{h,i} \) can be taken as solution values \( \varphi_h(x_{i-\frac{\nu}{2}}) \) at basis function peaks, and the numerical solution is determined pointwise as the solution to:

\[
\sum_{1 \leq j \leq (2^p + \nu) \cdot 1} \left[ B_h(x^0_{i,j}, x^0_{j}) + B_0(x^0_{i-\frac{\nu}{2}, x^0_{j-\frac{\nu}{2}}}) \right] \chi_{h,j} = F(\chi^0_{i-\frac{\nu}{2}}), \quad 1 \leq i \leq (2^p + \nu) \cdot 1 \quad (4.15)
\]

where \( B_0(x^0_{i-\frac{\nu}{2}, x^0_{j-\frac{\nu}{2}}}) = g(x_{i-\frac{\nu}{2}}) \cdot g(x_{j-\frac{\nu}{2}}) \| \chi^0_{i-\frac{\nu}{2}} \|^2_2(\Omega) \) and \( F(\chi^0_{i-\frac{\nu}{2}}) = f(x_{i-\frac{\nu}{2}}) \| \chi^0_{i-\frac{\nu}{2}} \|^2_2(\Omega) \) follow from (4.5) and (4.4) with piecewise constant \( g \) and \( f \) extended by zero outside \( \Omega \). The system in (4.15) is characterized by the following as proved in [48].

**Theorem 7** Suppose the data \( g = m \) are supported at least on a collection of adjacent cells with centroids \( \{x_\kappa : \kappa_1 \leq \kappa \leq \kappa_{1+\nu} \} \). Then the coefficient matrix of (4.15) is symmetric and positive definite.

The four images \( \{U_{si}\}_{i=1}^4 \) shown in figure 11 are used together with the respective coil sensitivities \( \{C_i\}_{i=1}^4 \) to estimate an unaliased image \( U^\ast \) according to:

\[
U_{si}(x, y) = \sum_{j=1}^4 C_i(x, y + j \Delta y) U^\ast(x, y + j \Delta y), \quad 1 \leq i \leq 4 \quad (4.16)
\]
images such as shown in Fig. 13. Thus, the image $U^*$ and the sensitivities $\{C_i\}_{i=1}^n$ are estimated simultaneously by minimizing the following cost:

$$J(U^*, C_1, \ldots, C_n) = \sum_{i=1}^n \int_\Omega |K * (C_i U^*) - U_{hi}|^2 dx + \mu \sum_{i=1}^n \sum_{|\alpha|=\nu} \frac{\nu!}{\alpha!} \int_\Omega |\partial^\alpha C_i|^2 dx + \int_\Omega \phi(U^*)^2 dx.$$  

(4.17)

Here, convolution with the kernel $K$ represents, e.g., an operation such as shown on the right side of (4.16) corresponding to a standard scanning method. On the other hand, choosing a kernel $K$ which makes the estimation in (4.17) particularly effective will suggest a scanning technique for the respective coils.

### 4.2 Geometric Multigrid for Early Vision [50]

The surface estimation problem discussed above is also a model problem for the wider class of early vision problems such as those involving optical flow or image registration discussed below, and rapid computational methods are required in order that the associated optimality systems may be solved practically in a medical context. These optimality systems are Neumann problems of potentially high-order and their natural boundary conditions may be expediently simplified at the expense of corrupting an otherwise natural solution as demonstrated in [48] and [50]. Because the application of algebraic multigrid is usually constrained by an $M$-matrix condition which does not hold for discretizations of high-order problems, a geometric multigrid framework is developed in [50] for the efficient solution of the optimality systems; see also [55].

It is shown in [50] for the surface estimation problem that the convergence criteria of [34] are met. This convergence framework requires to establish an approximation property and a smoothing property. The approximation property is fulfilled through the Galerkin formalism, and the smoothing property is fulfilled by a symmetric Gauss-Seidel relaxation.

For the Galerkin formalism, conditions of the previous subsection are used together with the following. In addition to the approximation property (4.13), $S_h^{2\nu}(\Omega)$ also satisfies [2]:

$$\inf_{\chi \in S_h^{2\nu}(\Omega)} \| \varphi - \chi \|_{H^{2\nu}(\Omega)} \leq c h^{2\nu} \| \varphi \|_{H^{2\nu}(\Omega)}, \quad \forall \varphi \in H^{2\nu}(\Omega)$$  

(4.18)

and the inverse property [2]:

$$\| \chi \|_{H^{2\nu}(\Omega)} \leq c_2 h^{-\nu} \| \chi \|_{L^2(\Omega)}, \quad \forall \chi \in S_h^{2\nu}(\Omega).$$  

(4.19)

The convergence given by (4.12) and (4.13) is improved with the higher-order rate,

$$\| \varphi - \varphi_h \|_{H^{2\nu}(\Omega)} \leq c h^{2\nu} \| \varphi \|_{H^{2\nu}(\Omega)}$$  

(4.20)

provided a higher-order regularity for the solution $\varphi$ to (4.2) is established:

$$\| \varphi \|_{H^{2\nu}(\Omega)} \leq c \| f \|_{L^2(\Omega)} \leq c \| m \|_{L^\infty(\Omega)} \| r \|_{L^2(\Omega)}.$$  

(4.21)

Since the data in $B_0$ are not necessarily smooth and $\Omega$ is a rectangular domain, the standard assumptions on the smoothness of coefficients and of the domain boundary do not apply in the present context, and therefore the following is proved in [50].

**Theorem 8** The solution $\varphi$ to (4.2) satisfies $\varphi \in H^{2\nu}(\Omega)$ and (4.21).

The multigrid strategy employed in [50] is built upon a set of nested subspaces based upon nested grids which can be described as follows. The nested grids range from the coarsest at level $l = 0$ to the finest at $l = l_{\text{max}}$. The grid at level $l$ consists of cells having unit aspect ratio and width $h_l$ where the cell widths satisfy the following on adjacent levels:

$$h_l \leq 2h_{l+1}.$$  

(4.22)
with the norm \[
\| \cdot \|_l = \| \cdot \|_2 \]
instead of on the operator level above, let \( R \)

variational problems on adjacent levels are related according to:

As with (4.8) there exists an operator \( L_l \) such that:

\[
(L_l(X, \psi))_{L^2(\Omega)} = B(X, \psi), \quad \forall X, \psi \in S_l^\nu(\Omega). \tag{4.23}
\]

Defining the projection operator \( P_l : L^2(\Omega) \to S_l^\nu(\Omega) \) and \( f_l = P_l f \) allows (4.11) to be expressed as:

\[
L_l \psi_l = f_l, \quad \text{where} \quad L_h \psi_h = f_h \quad l = l_{\text{max}}. \tag{4.24}
\]

If \( I_{l-1} \) denotes the injection operator from \( (S_{l-1}^\nu(\Omega), \| \cdot \|_{L^2(\Omega)}) \) into \( (S_l^\nu(\Omega), \| \cdot \|_{L^2(\Omega)}) \), then the variational problems on adjacent levels are related according to:

\[
L_{l-1} = I_{l-1}^* L_l I_{l-1}. \tag{4.25}
\]

To realize these relations in terms of basis function coefficients \( \Phi_l \) for functions \( \varphi_l \in S_l^\nu(\Omega) \) instead of on the operator level above, let \( R_l \) denote the Euclidean space of coefficients equipped with the norm \( \| X \| = \| X_l X_l \| \) where \( X_l, Y_l = h_j^l \sum_i X_i, Y_{ij} \). Then let \( K_l \) denote the bijective mapping from \( (R_l, [\cdot]) \) to \( (S_l^\nu(\Omega), \| \cdot \|_{L^2(\Omega)}) \) so that \( \varphi_l = K_l \Phi_l \). These norms satisfy [2]:

\[
c_1[\Phi] \leq \| K_l \Phi \|_{L^2(\Omega)} \leq c_2[\Phi], \quad \forall \Phi \in R_l. \tag{4.26}
\]

Thus, for a given basis \( \{ \chi_l^\nu \} \) of \( S_l^\nu(\Omega) \), the coefficient matrix representations of the operators \( L_l \) are given by:

\[
A_{l,ij} = (L_l \chi_l^\nu, \chi_j^\nu)_{L^2(\Omega)}. \tag{4.27}
\]

Through the coefficient representations \( A_l = K_l^T L_l K_l \) and \( f_l = K_l F_l \), the problem (4.24) takes the form:

\[
A_l \Phi_l = F_l, \quad \text{where} \quad A_h \Phi_h = F_h, \quad l = l_{\text{max}}. \tag{4.28}
\]

Then the variational problems on adjacent levels are related on the coefficient spaces \( R_l \) according to the following counterpart to (4.25):

\[
A_{l-1} = R_{l-1}^{l-1} A_l R_{l-1}^l. \tag{4.29}
\]

where \( E_{l-1}^l : R_{l-1} \to R_l \) and \( R_{l-1}^l : R_l \to R_{l-1} \) are the canonical expansion and restriction operators satisfying:

\[
I_{l-1} K_{l-1} = K_l E_{l-1}^l, \quad R_{l-1}^l = (E_{l-1}^l)^*. \tag{4.30}
\]

From (4.7) it follows that the symmetric matrices \( A_l \) of (4.27) are positive definite. The principal ingredients of the multigrid strategy are thus given by (4.29) and (4.30) and the following symmetric Gauss-Seidel iteration:

\[
\Phi_l^{k+1} = S_l \Phi_l^k + W_l^{-1} F_l, \quad S_l = I - W_l^{-1} A_l. \tag{4.31}
\]

\[\text{Figure 16:} \text{ Examples of one-dimensional nested grids: (a) } \nu = 1, l = 0, \text{ (b) } \nu = 1, l = 1, \text{ (c) } \nu = 2, l = 0, \text{ and (d) } \nu = 2, l = 1. \text{ Vertical line segments denote cell boundaries. The horizontal line segments represent actual grid cells within } \Omega = (0, 1), \text{ and cells outside } \Omega \text{ are ghost cells.} \]
Theorem 12

Under the assumptions of Theorem 9, the multigrid iteration matrices for diagonal, strictly lower triangular and strictly upper triangular parts of \( A \), given by the respective terms in the sum \( A_l = D_l + L_l + L_l^T \). In [50] it is shown that the following hold:

\[
0 < [A_l \Phi, \Phi] \leq [W_l \Phi, \Phi], \quad \forall \Phi \in R_l, \quad \text{and} \quad [W_l] \leq \theta [A_l]
\]  

(4.33)

where \( \theta = \theta(||m||_{L^\infty(\Omega)}), \mu, N, \nu \).

With the above constructions, a two-grid cycle is defined by:

\[
M_l^{TGC} = S_l^T [I - E_{l-1} A_{l-1}^{-1} R_l^{-1} A_l] S_l^T
\]  

(4.34)

which is symmetric as \( \sigma \) pre-smoothing steps \( \hat{S}_l \) and \( \sigma_2 \) post-smoothing \( S_l \) steps are used, where:

\[
\sigma = \sigma_1 = \sigma_2, \quad \text{and} \quad \hat{S}_l = S_l.
\]  

(4.35)

Then, a symmetric multigrid cycle is defined by:

\[
M_l^{MGC} = M_l^{TGC} + S_l^T E_{l-1} [M_{l-1}^{MGC} (\sigma, \tau)]^T A_{l-1}^{-1} R_l^{-1} \theta A_l S_l^T
\]  

(4.36)

The convergence framework in [34] requires to establish an approximation property and a smoothing property, which are given respectively as follows in [50] based upon [34].

Theorem 9

Under the conditions (4.3), (4.8), (4.6), (4.19), (4.20), (4.22), (4.25), (4.30), (4.27), (4.32), (4.33), it follows that:

\[
0 \leq A_l^{-1} - E_{l-1} A_{l-1}^{-1} R_l^{-1} \leq \theta W_l^{-1}.
\]  

(4.37)

Theorem 10

Under the assumptions of Theorem 9, the smoother \( S_l \), written in the form \( X_l = I - A_l^{1/2} S_l A_l^{-1/2} = A_l^{1/2} W_l^{-1} A_l^{-1/2} \), satisfies:

\[
0 \leq (I - X_l)^\sigma X_l (I - X_l)^\sigma \leq \eta(\sigma) I
\]  

(4.38)

where \( \eta(\sigma) = \sigma^2 / (1 + \sigma)^{(1+\sigma)} \) satisfies \( \lim_{\sigma \to \infty} \eta(\sigma) = 0 \).

These results are combined in [50] based upon [34] to give the following two-grid and multigrid convergence.

Theorem 11

Under the assumptions of Theorem 9, the two grid cycle satisfies:

\[
[A_l^{1/2} M_l^{TGC}(\sigma) A_l^{-1/2}] \leq \theta \eta(\sigma).
\]  

(4.39)

Theorem 12

Under the assumptions of Theorem 9, the multigrid iteration matrices \( M_l^V(\sigma) = M_l^{MGC}(\sigma, 1) \) and \( M_l^W(\sigma) = M_l^{MGC}(\sigma, 2) \) satisfy the following:

\[
[A_l^{1/2} M_l^V(\sigma) A_l^{-1/2}] \leq \frac{\theta}{\theta + \sigma}, \quad [A_l^{1/2} M_l^W(\sigma) A_l^{-1/2}] \leq \frac{\sqrt{\theta}}{\sqrt{\theta} + \sigma}.
\]  

(4.40)

When lumping is implemented as shown in (4.14) and (4.15), \( L_h \) is decomposed according to \( L_h = L_h^\mu + L_h^\nu \) where \( L_h^\mu \) and \( L_h^\nu \) are defined by:

\[
(L_h^\mu \chi^\nu, \chi_j^\nu)_{L^2(\Omega)} = \mu \langle \chi^\nu, \chi_j^\nu \rangle_{H^\nu(\Omega)} \quad \text{and} \quad (L_h^\nu \chi^\nu, \chi_j^\nu)_{L^2(\Omega)} \to \delta_{ij} m_l^2 \| \chi^\nu \|_{L^2(\Omega)}^2.
\]  

(4.41)

Then \( L_h^\mu \) and \( L_h^\nu \) are defined through (4.25) for \( 0 \leq l \leq l_{\text{max}} \) and \( A_l = A_l^\mu + A_l^\nu \) is similarly decomposed according to (4.29) for \( 0 \leq l \leq l_{\text{max}} \). Also, \( A_l^\mu \) and \( A_l^\nu \) are conveniently computed according to (4.27) and (4.29) respectively:

\[
A_{i,j}^\mu = \mu \langle \chi_i, \chi_j \rangle_{H^\nu(\Omega)}, \quad A_{i,j}^\nu = R_l^{l-1} A_l^\nu E_{l-1}.
\]  

(4.42)
The relations (4.29) and (4.30) hold in any case for $A_l$, $A_l^I$ and $A_l^0$. Then, (4.33) is established in [50] for the lumped formulation.

A multi-colored ordering of unknowns is used in [50] in order to facilitate vectorization of the relaxation scheme on image processing systems such as IDL. Specifically, with a stencil diameter of $(2\nu + 1)$, the set of all stencil centers, separated from one another in any of $N$ coordinate directions by exactly $\nu$ stencil centers, contains stencils which do not weight any other stencil centers in the set. The stencil centers within such a set are painted with the same color, ordered along coordinate directions within that color, and then ordered sequentially among the colors. With such a multi-colored ordering, (4.31) can be implemented by performing a Jacobi iteration on same-colored cells while looping in one direction and then the other over the colors:

$$\Phi^c_l \leftarrow \Phi^c_l - [D_l^{-1}(A_l\Phi_l - F_l)]^c$$

Thus, same-colored cells may be updated simultaneously. Similarly, the known stencil diameter can also be used to advantage to vectorize the computation of elements of the coarse grid matrix according to (4.42) [50].

The Gauss-Seidel iteration of (4.31) or (4.43) is guaranteed by Theorem 7 to converge, but Theorem 7 is only valid in exact arithmetic, and the iteration is found in [50] to diverge because of treatable floating point errors. For example, the Galerkin multiplication (4.29) can produce a representation of a coarse grid matrix which is so poor as not even to be positive definite. This problem can be corrected as shown in (4.42) by using the Galerkin multiplication only to compute the zero-order terms and otherwise to compute the elements of the coarse grid matrix exactly by scalar products directly. Errors can still emerge in (4.42) because of the inaccurate computation of scalar products in matrix-vector multiplications, and these can be corrected by using a specialized command such as total in IDL. Further floating point errors can still prevent the Gauss-Seidel iteration from converging when the problem is very high-order and the coefficient matrix is stored with sufficient inaccuracy that it fails to be positive definite. This problem can be avoided by choosing parameters so that grouped products can be stored exactly with the selected precision.

The finite element approach explained above is compared in [50] with a multigrid framework based upon finite differences as follows. For a given $\nu$ let the expansion operator map values from cell centers in a coarse grid to cell centers in a fine grid in such a way that the transformation is exact for polynomials of degree $\nu$. While it is natural to consider constructing the restriction operator similarly, the canonical transpose in (4.30) is much more accurate and maintains symmetry. With this finite difference approach to the inter-grid transfer operators, the discrete coarse grid operator is defined by the Galerkin multiplication (4.29). In spite of the apparent naturalness of this construction, it is found to be inadequate on the basis of the example of Fig. 17, which is specified in detail in [50]. Here, finite difference and finite element approximations to an exact polynomial solution to (4.15) are shown respectively on the left and on the right, where the image on the right is visibly indistinguishable from the exact solution. The accuracy of the finite element solution is conspicuously higher.

While Dirichlet or other low-order boundary conditions are often expediently implemented because of theoretical or computational ease [54], it is shown in [50] not only that computed solutions with Neumann boundary conditions are clearly more natural in appearance but also that the multigrid reduction factor is more favorable for Neumann than for Dirichlet boundary conditions for $\nu > 1$. Further experimentation proposes on the basis of the multigrid reduction factor that the regularization lie in the range $0 \leq \log(\mu/h^{2\nu}) \leq 5$ and that an optional relaxation parameter lie in the range $1 \leq \omega \leq 2$. Furthermore, data support is found to have a very strong effect on the multigrid reduction factor and on the computational results. The multigrid reduction factors reflect that for regularization smaller than $\log(\mu/h^{2\nu}) = 0$ the coefficient matrix of (4.15) rapidly becomes indefinite when the data are compactly supported or else even more nearly the identity when the data are fully supported. These differences are also revealed
Figure 17: Finite difference and finite element approximations to an exact polynomial solution to (4.15) are shown respectively on the left and on the right, where the image on the right is visibly indistinguishable from the exact solution.

in the computational results of Fig. 18. Here, phantom data similar to those shown in Fig. 13

Figure 18: With phantom data such as shown in Fig. 13, (4.15) is solved approximately with $\nu = 4$ using compactly supported data to obtain the image on the left and fully supported data to obtain the image on the right, where the image on the right is indistinguishable from the exact solution.

are used to solve (4.15) with $\nu = 4$ until differences between successive iterates are not reduced further. The images shown on the left and on the right are obtained respectively with compactly and fully supported data, and the image shown on the right is visibly indistinguishable from the exact solution. Note that the values of the image on the left are wrapped through the interval $[0,1]$ several times, and the accuracy of the solution with fully supported data is conspicuously higher. As can be seen from convergence histories shown in Fig. 19, solutions obtained for $\nu < 4$ manifest better convergence, but compactly supported data always compromise the multigrid reduction factor unless sufficiently high regularization is chosen. It is seen in [50] that solutions obtained with $\nu = 3$ are the most accurate and efficiently computed for exact solutions possessing exponential growth.

5 Image Registration and Interpolation

5.1 Generalized Rigid and Generalized Affine Methods [52], [47], [45], [13]

The methods of the previous subsection are adapted in [45] for what is defined here as generalized rigid and generalized affine image registration and interpolation. These notions are defined precisely as follows. Following the illustration in Fig. 20 for 2D images, let two given images $I_0$ and $I_1$ be situated respectively on the front face $\Omega_0 = (0,1)^N$ and back face
Figure 19: For $\nu = 1$ to $\nu = 4$, convergence histories of $e_h^k = \Phi_h^k - \Phi_h^{k-1}$ are shown for $M^V(1)$ iterations on the left and $M^W(1)$ iterations on the right. The steeper dotted curves are the convergence histories for $\nu = 4$ and fully supported data, while the other curves are convergence histories for compactly supported data.

Figure 20: The domain $Q$ with 2D images $I_0$ and $I_1$ on the front and back faces $\Omega_0$ and $\Omega_1$, respectively. Curvilinear coordinates are defined to be constant on trajectories connecting like points in $I_0$ and $I_1$.

$\Omega_0 = (0, 1)^N$ of a box $Q = (0, 1)^{N+1}$ with generic cross section $\Omega = (0, 1)^N$. Define Cartesian coordinates $(x, z)$, $x \in \Omega$, $z \in (0, 1)$, and curvilinear coordinates $(\xi, \zeta)$ so that $\xi$ is constant along trajectories through $Q$ that connect like points in $I_0$ and $I_1$, and $\zeta = z$. Also, suppose that $x = \xi$ holds in $\Omega_0$ and therefore the displacement vector within $Q$ is $d = x - \xi$. Similarly define $\eta$ and $y$ so that $\eta$ is constant along trajectories together with $\xi$, and $y = \eta$ holds in $\Omega_1$. Further, a trajectory tangent is given by $(u, 1)$ in terms of the optical flow defined as $u = x_\zeta$.

In order to permit purely rigid or purely affine transformations, trajectories are allowed to move out of the box $Q$. Let the subsets of $\Omega_0$ and $\Omega_1$ with respect to which trajectories extend completely through the full depth of $Q$ be denoted respectively by $\Omega_0^c$ and $\Omega_1^c$. Their respective complements are denoted by $\Omega_0^i = \Omega_0 \setminus \Omega_0^c$ and $\Omega_1^i = \Omega_1 \setminus \Omega_1^c$. Then an image similarity measure, which does not favor a given image order, is given for finite displacements $d(\xi, 1) = x(\xi, 1) - \xi$ by the following sum of squared intensity differences:

$$S_{\Omega}(x) = \int_{\Omega_0^c} [I_0(\xi) - I_1(x(\xi))]^2 d\xi + \int_{\Omega_0^i} [I_0(\xi) - I_1^\infty]^2 d\xi \quad (x(\xi) = x(\xi, 1))$$

$$+ \int_{\Omega_1^c} [I_0(y(\eta)) - I_1(\eta)]^2 d\eta + \int_{\Omega_1^i} [I_0^\infty - I_1(\eta)]^2 d\eta \quad (y(\eta) = y(\eta, 0)) \quad (5.1)$$
where $I_0^\infty$ and $I_1^\infty$ are the background intensities respectively of $I_0$ and $I_1$. These background intensities are used as though the sides $\Gamma = \partial Q \setminus \{\Omega_0 \cup \Omega_1\}$ of the box $Q$ were not present and the trajectories impinging upon $\Gamma$ from $\Omega_1$ or $\Omega_0$ would respectively be connected with $I_0$ and $I_1$ continued in $R^N$ by their background intensities. A similarity measure which involves infinitesimal instead of finite displacements is obtained by replacing intensity differences in (5.1) with corresponding $\zeta$-integrals of $[dI/d\zeta]^2$ and by applying the optical flow equation [41], $dI/d\zeta(x(\xi,\zeta),\zeta) = \nabla_x I \cdot \zeta + I_\zeta = \nabla_x I \cdot u + I_z$, in (5.1) to obtain:

$$S_{of}(I,u) = \int_Q |\nabla_x I \cdot u + I_z|^2 \, dx \, dz$$

(5.2)

which has an integrand involving purely local information throughout $Q$. In other words, (5.2) gives a convenient Eulerian (local) counterpart to the Lagrangian (trajectory following) form appearing in (5.1). It also differs from (5.1) by not including the transformation Jacobian $1/\det[\nabla_\xi x]$, and this difference leads to the appearance of metric terms in one formulation and not the other. Furthermore, since the Lagrangian integrals of $[dI/d\zeta]^2$ suggested above are constrained by boundary conditions on $\partial Q$ [45], these must be transformed to their Eulerian counterparts as follows [52]:

$$I = I_0 \text{ on } \Omega_0, \quad I = I_1 \text{ on } \Omega_1$$

(5.3)

and [45]:

$$I = I_1^\infty \text{ on } \Gamma^+, \quad I = I_0^\infty \text{ on } \Gamma^-$$

(5.4)

where inflow and outflow boundaries are defined respectively by $\Gamma^- = \{(x,z) \in \Gamma : u \cdot n < 0\}$ and $\Gamma^+ = \{(x,z) \in \Gamma : u \cdot n > 0\}$. Thus, an image similarity measure without intensity scaling is given for optical flow by (5.2) under the constraints (5.3) and (5.4).

Image registration is achieved by means of finite displacements by minimizing:

$$J_{fd}(x) = S_{fd}(x) + R_{fd}(x)$$

(5.5)

where the similarity measure $S_{fd}$ is given in (5.1) with the notations $x(\xi)$ and $y(\eta)$ used in the context of finite displacements since the alternative notations $x(\xi,1)$ and $y(\eta,0)$ refer to trajectories. Also, the regularity measure $R_{fd}$ is defined by:

$$R_{fd}(x) = \mu \sum_{|\alpha|=2} \frac{2!}{\alpha!} \int_{\Omega_0} |\partial_\xi^\alpha x|^2 \, d\xi.$$  

(5.6)

The second-order regularity measure $R_{fd}$ under natural boundary conditions provides generalized affine registration since $J_{fd}$ vanishes for images related by an affine transformation. As shown in [52], generalized rigid registration is ruled out for finite displacements since linearized elastic potential energy does not select rigid transformations preferentially and nonlinearized elastic potential energy is computationally intractable.

Image registration and interpolation are achieved by means of optical flow by minimizing [52]:

$$J_{of,i}(I,u) = S_{of}(I,u) + R_{of,i}(u), \quad i = 1, 2$$

(5.7)

subject to (5.3) and (5.4), where the similarity measure $S_{of}$ is given in (5.2). Under natural boundary conditions the regularity measure $R_{of,i}$ can be defined as:

$$R_{of,1}(u) = \int_Q \left[ \phi(|\nabla u|^2 + |\nabla u|^2) + \gamma |u_z|^2 \right] \, dx \, dz.$$  

(5.8)

for generalized rigid registration, as shown in [52], and as:

$$R_{of,2}(u) = \int_Q \left[ \mu \sum_{|\alpha| = 2} \frac{2!}{\alpha!} |\partial_\xi^\alpha u|^2 + \gamma |u_z|^2 \right] \, dx \, dz$$

(5.9)
for generalized affine registration, as shown in [45]. Specifically, $J_{\text{of},1}$ vanishes for images related by a rigid transformation and $J_{\text{of},2}$ vanishes for images related by an affine transformation. Here, $|\nabla u|^2 = \nabla u : \nabla u$ and $\cdot$ denotes a componentwise matrix scalar product. Also $\phi(s) = \sqrt{s}$ for total variation regularization which is appropriate for object excision, and $\phi(s) = s$ for Gaussian regularization which is appropriate for smoother regularizations [52]. Trajectories through the domain $Q$ are defined by integrating the optical flow under boundary conditions, i.e., by solving:

$$x(\xi, \zeta) = \xi + \int_0^\zeta u(x(\xi, \rho), \rho)d\rho, \quad \xi \in \Omega_0, \quad \zeta \in [0, 1]$$

(5.10)

and

$$y(\eta, \zeta) = \eta + \int_\zeta^1 u(y(\eta, \rho), \rho)d\rho, \quad \eta \in \Omega_1, \quad \zeta \in [0, 1].$$

(5.11)

A registration is given by the coordinate transformation $x(\xi, 1)$ and by the inverse transformation $y(\eta, 0)$. The given images $I_0$ and $I_1$ are interpolated by the intensity $I$.

As explained in [52], computational experiments indicate that in practice the optical flow can as well be chosen to be autonomous. On the other hand, the example shown in Fig. 21 and explained in detail in [45] shows that there is indeed a theoretical difference between the autonomous and non-autonomous cases of $\gamma = \infty$ and $\gamma < \infty$ respectively. Specifically, The sequence of images shown in Fig. 21 has been determined by minimizing $J_{\text{of},1}$ for $\gamma < \infty$ while no such result is possible with $\gamma = \infty$. Nevertheless, it is found in practice that the optical flow can as well be chosen to be autonomous, $u_z = 0$, and autonomous flows are the focus for the computational examples.

The cost $J_{\text{id}}$ is stationary in the displacement when $x$ satisfies:

$$0 = \frac{1}{2} \frac{\delta J_{\text{id}}}{\delta x}(x, \bar{x}) = B_{\text{id}}(x, \bar{x}) - F_{\text{id}}(x, \bar{x}), \quad \forall \bar{x} \in H^2(\Omega, \mathbb{R}^N)$$

(5.12)

where $B_{\text{id}}$ and $F_{\text{id}}$ are defined by:

$$B_{\text{id}}(x, \bar{x}) = \mu \sum_{|\alpha|=2} \frac{2!}{\alpha!} \int_{\Omega_0} [\partial^\alpha_x x] \cdot [\partial^\alpha_x \bar{x}]d\xi$$

(5.13)

$$F_{\text{id}}(x, \bar{x}) = \int_{\Omega_0} [I_0(x(\xi)) - I_1(x(\xi))] \nabla_x I_1(x(\xi))^T \bar{x}(\xi)d\xi$$

$$+ \int_{\Omega_1} [I_0(y(\eta)) - I_1(\eta)] \nabla_y I_0(y(\eta))^T \nabla_y y(\eta) \bar{x}(y(\eta))d\eta.$$  

(5.14)

In [45], (5.12) is solved by the following quasi-Newton iteration:

$$\begin{cases}
D_{\text{id}}(dx_k, x_k, \bar{x}) = -[B_{\text{id}}(x_k, \bar{x}) - F_{\text{id}}(x_k, \bar{x})], \quad \forall \bar{x} \in H^2(\Omega_0, \mathbb{R}^N) \\
x_{k+1} = x_k + \theta dx_k
\end{cases}$$

$$k = 0, 1, 2, \ldots$$

(5.15)
where:

\[
D_{td}(dx_k, x_k, \bar{x}) = B_{td}(dx_k, \bar{x}) + \int_{\Gamma_0^k} [\nabla_x I_1(x_k(\xi)) \cdot dx_k(\xi)] [\nabla_x I_1(x_k(\xi)) \cdot \bar{x}(\xi)] d\xi
\]  

(5.16)  

and \( \theta \) is chosen by a line search to minimize \( S_{td} \) [36]. Note that no additional boundary conditions are imposed by restricting the domain of the forms \( B_{td}, F_{td} \) and \( D_{td} \), and thus natural boundary conditions hold. The following solvability of (5.15) for fixed \( k \) is established in [45].  

**Theorem 13**  
For \( x_k \in H^2(\Omega_0, R^N) \) and \( y_k \in H^2(\Omega_1, R^N) \) suppose \( x_k = y_k^{-1} \) on \( \Omega_0^k = \Omega_0 \cap y_k(\Omega_1) \) and \( y_k = x_k^{-1} \) on \( \Omega_1^k = \Omega_1 \cap x_k(\Omega_0) \). Suppose that for every \( c \in R^N \) and for every matrix \( W \in R^{N \times N} \), the image \( I_1 \in W^{1,\infty}(\Omega_1, R) \) satisfies:

\[
\int_{\Gamma_0^k} |\nabla_x I_1(x_k(\xi)) \cdot (c + W\xi)|^2 d\xi > 0, \quad (5.17)
\]

unless \( c = 0 \) and \( W = 0 \) hold. Then there exists a unique \( dx_k \in H^2(\Omega_0, R^N) \) such that (5.15) holds.  

The cost \( J_{of,1} \) is stationary in the intensity \( I \) for fixed \( u \) when \( I \) satisfies the following in terms of quantities defined below in a Lagrangian frame [52]:

\[
I(x(\xi, \zeta), \zeta) = \begin{cases} 
I_0(\xi)[1 - U(\xi, \zeta, 1)] + I_1(x(\xi, 1))U(\xi, \zeta, 1), & \xi \in \Omega_0^k \\
I_0(\xi)[1 - U(\xi, \zeta, \zeta)] + I_0^u U(\xi, \zeta, \zeta), & x(\xi, \zeta) \in \Gamma, \ \xi \in \Omega_0^k \end{cases} \quad (5.18)
\]

\[
I(y(\eta, \zeta), \zeta) = \begin{cases} 
I_1(\eta)[1 - V(\eta, 0, \zeta)] + I_0(y(\eta, 0))U(\eta, 0, \zeta), & \eta \in \Omega_1^k \\
I_1(\eta)[1 - V(\eta, \zeta, \zeta)] + I_0^u V(\eta, \zeta, \zeta), & y(\eta, \zeta) \in \Gamma, \ \eta \in \Omega_1^k \end{cases} \quad (5.19)
\]

The parameters \( \zeta \) and \( \dot{\zeta} \) denote the \( \zeta \) coordinates at which trajectories emanating respectively from \( \Omega_0^k \) and \( \Omega_1^k \) meet \( \Gamma \). Also, \( U \) and \( V \) are defined by:

\[
U(\xi, \zeta, \zeta) = \frac{\tilde{U}(\xi, \zeta, \zeta) - \tilde{U}(\xi, 0, \zeta)}{\tilde{U}(\xi, \zeta) - \tilde{U}(\xi, 0)}, \quad \tilde{U}(\xi, \zeta) = \int_{\zeta_0}^{\zeta} \exp \left[ - \int_{\zeta_0}^{\zeta} \nabla \cdot u(\xi, \rho, \zeta) d\rho \right] d\rho, \quad (5.20)
\]

for \( \xi \in \Omega_0, \ \zeta \in [0, \zeta_1], \) and arbitrary \( \zeta_0 \in [0, \zeta] \), and:

\[
V(\eta, \zeta, \zeta) = \frac{\tilde{V}(\eta, \zeta, \zeta) - \tilde{V}(\eta, 0, \zeta)}{\tilde{V}(\eta, \zeta) - \tilde{V}(\eta, 0, \zeta)}, \quad \tilde{V}(\eta, \zeta) = \int_{\zeta_0}^{\zeta} \exp \left[ - \int_{\zeta_0}^{\zeta} \nabla \cdot u(\eta, \rho, \zeta) d\rho \right] d\rho, \quad (5.21)
\]

for \( \eta \in \Omega_1, \ \zeta \in [\zeta_1, 1], \) and arbitrary \( \zeta_0 \in [\zeta_1, 1] \).

The cost \( J_{of,1} \) is stationary in the optical flow \( u \) for fixed \( I \) when \( u \) satisfies:

\[
0 = \frac{1}{2} \frac{\delta J_{of}}{\delta u}(u, \bar{u}) = B_{of,1}(u, u, \bar{u}) - F_{of}(\bar{u}), \quad \forall \bar{u} \in H^1(Q, R^N), \quad (5.22)
\]

where \( B_{of,1} \) and \( F_{of} \) are defined by:

\[
B_{of,1}(u, v, \bar{u}) = \int_Q \left[ (\nabla I \cdot u)(\nabla I \cdot \bar{u}) + \gamma (u_z \cdot \bar{u}_z) \right] dx dz + \int_Q \phi' \left( |\nabla v|^2 + |\nabla u|^2 \right) \left( \nabla u^T + \nabla \bar{u} \right) : \left( \nabla \bar{u}^T + \nabla u \right) dx dz \quad (5.23)
\]

\[
F_{of}(\bar{u}) = - \int_Q I_x \nabla I \cdot \bar{u} dx dz. \quad (5.24)
\]
In [45], (5.22) is solved by the lagged diffusivity iteration [79]:

$$B_{of,1}(u_k, u_{k-1}, \tilde{u}) = F_{of}(\tilde{u}), \quad \forall \tilde{u} \in H^1(Q, R^N), \quad k = 1, 2, 3, \ldots$$  \hspace{1cm} (5.25)

Note that no additional boundary conditions are imposed by restricting the domain of the form $B_{of,1}$, and thus natural boundary conditions hold. The following solvability of (5.25) is established in [52].

**Theorem 14** Suppose that for every $c \in R^N$ and for every skew symmetric matrix $W \in R^{N \times N}$ the intensity $I \in W^{1,\infty}(Q, R)$ satisfies:

$$\int_Q |\nabla I \cdot (c + Wx)|^2 dx dz > 0,$$  \hspace{1cm} (5.26)

unless $c = 0$ and $W = 0$ hold. Then with $\phi(s) = \mu(x, z)s$, $0 < \mu_0 \leq \mu(x, z) \leq \mu_1 < \infty$, there exists a unique $u_k \in H^1(Q, R^N)$ such that (5.25) holds. If $\gamma = \infty$ so that the arguments of $B_{of,1}$ in (5.23) are $z$-independent, then (5.25) holds with $Q$ replaced by $\Omega$.

It is furthermore assumed that $u \in H^1(Q, R^N)$ has sufficient regularity so that (5.10) and (5.11) are well defined; see the discussion and references in [52].

The cost $J_{of,2}$ is stationary in the optical flow $u$ for fixed $I$ when $u$ satisfies:

$$0 = \frac{1}{2} \frac{\delta J_{of,2}}{\delta u}(u, \tilde{u}) = B_{of,2}(u, \tilde{u}) - F_{of}(@\tilde{u}), \quad \forall \tilde{u} \in H^2(Q, R^N),$$  \hspace{1cm} (5.27)

where $B_{of,2}$ is defined by:

$$B_{of,2}(u, \tilde{u}) = \int_Q [(\nabla I \cdot u)(\nabla I \cdot \tilde{u}) + \gamma (u \cdot \tilde{u})] dx dz$$

$$+ \mu \sum_{|\alpha| = 2} \frac{2!}{\alpha!} \int_Q (\partial^\alpha u \cdot (\partial^\alpha \tilde{u})) dx dz$$  \hspace{1cm} (5.28)

$F_{of}$ is again defined by (5.24), and the Hilbert space and norm are defined according to:

$$H^2(Q, R^N) = \{u \in H^1(Q, R^N) : \partial^\alpha u \in L^2(Q, R^N), \quad |\alpha| = 2, \quad \alpha_{N+1} = 0\}$$

$$\|u\|^2_{H^2(Q, R^N)} = \|u\|^2_{H^1(Q, R^N)} + \sum_{|\alpha| = 2} \int_Q |\partial^\alpha u|^2 dx dz.$$  \hspace{1cm} (5.29)

Note that no additional boundary conditions are imposed by restricting the domain of the form $B_{of,2}$, and thus natural boundary conditions hold. The following solvability of (5.27) is established in [45].

**Theorem 15** Suppose that for every $c \in R^N$ and for every matrix $W \in R^{N \times N}$ the intensity $I \in W^{1,\infty}(Q, R)$ satisfies:

$$\int_Q |\nabla I \cdot (c + Wx)|^2 dx dz > 0,$$  \hspace{1cm} (5.30)

unless $c = 0$ and $W = 0$ hold. Then there exists a unique $u \in H^2(Q, R^N)$ such that (5.27) holds. If $\gamma = \infty$ so that the arguments of $B_{of,2}$ in (5.28) are $z$-independent, then (5.27) holds with $Q$ replaced by $\Omega$.

It is furthermore assumed that $u \in H^2(Q, R^N)$ has sufficient regularity so that (5.10) and (5.11) are well defined; see the discussion and references in [45].

Note that (5.1) and (5.2) are constructed with the priority that registration be independent of image order. However, it is shown in [45] that this order independence can only be shown in general for optical flow and not for finite displacements.
An image sequence may be registered or interpolated by processing the images only pairwise and concatenating the results. On the other hand, a coupling among images may be introduced as follows; see also [63]. The images of a sequence \( \{I_l\}_{l=0}^L \) can be registered simultaneously using finite displacements \( \{x_l\}_{l=1}^L \) by minimizing:

\[
J_{\text{ld}}^{(L)}(x_1, \ldots, x_L) = \sum_{l=1}^L S_{\text{ld}}^{(l)}(x_1, \ldots, x_L) + R_{\text{ld}}(x_l) \tag{5.31}
\]

where:

\[
S_{\text{ld}}^{(l)}(x_1, \ldots, x_L) = \sum_{|l-j|=1} \int_{R^N} [I_j(x_j(\xi)) - I_l(x_l(\xi))]^2 d\xi. \tag{5.32}
\]

When (5.31) has been minimized, the point \( x_l(\xi) \in \Omega_l \) has been matched to the point \( x_j(\xi) \in \Omega_j \). In [45], \( J_{\text{ld}}^{(L)} \) is minimized with respect to \( x_l \) while all other transformations are held fixed by replacing \( F_{\text{ld}} \) in (5.12) and (5.15) with \( F_{\text{ld}}^{(l)} = -\frac{1}{2} \delta S_{\text{ld}}^{(l)}/\delta x_l \):

\[
F_{\text{ld}}^{(l)}(x_l, x) = \int_{R^N} \sum_{|l-j|=1} [I_j(x_j(\xi)) - I_l(x_l(\xi))] \nabla_x I_l(x_l(\xi))^T \bar{x}(\xi) d\xi. \tag{5.33}
\]

This calculation shows that \( J_{\text{ld}}^{(L)} \) is just as well minimized with respect to \( x_l \) by registering the image \( I_l \) with the image \( I_x(\xi) = \sum_{|l-j|=1} I_j(x_j(\xi))/\sum_{|l-j|=1} I_j(x_j(\xi)) \). The functional \( J_{\text{ld}}^{(L)} \) is minimized in [45] by a Jacobi update strategy. Known transformations remain frozen as fixed boundary conditions, e.g., at one or both of the end indices \( l = 0 \) and \( l = L \) in (5.31) when the position of one or both of the end images \( I_0 \) and \( I_L \) is known.

The images \( \{I_l\}_{l=0}^L \) can be interpolated from autonomous optical flows \( \{u_l\}_{l=0}^{L-1+\nu} \) using the semi-discretization defined on \( Q(L) = \Omega \times (0, L) \):

\[
u(x, z) = \sum_{l=0}^L u_l(x) \chi_l^\nu(z) \tag{5.34}
\]

where \( \{\chi_l^\nu\} \) is the canonical basis for the B-splines of degree \( \nu \) defined on the grid \( \{[l, l+1]\}_{l=0}^{L-1} \) of \( [0, L] \). Then, as shown explicitly in [45], the transformations are given by modifications of (5.10) and (5.11) and the intensities by modifications of (5.18) and (5.19). For instance, for \( \nu = 0 \), \( \chi_l^0 \) is the characteristic function for the interval \( [l, l+1] \), and the above procedure corresponds to pairwise interpolation of the given images. When smoother trajectories and greater coupling among images are desired, higher-order splines are used in (5.34), and (5.22) or (5.27) can be solved for \( \{u_l\}_{l=0}^{L-1+\nu} \) with \( \gamma = 0 \) and \( Q \) replaced by \( Q(L) \). This approach will be investigated further in forthcoming work.

The generalized rigid optical flow is obtained under landmark constraints, \( x(\xi_j, 1) = x_j, j = 1, \ldots, j \), when the following Lagrangian function is stationary:

\[
L(u, \lambda) = \frac{1}{2} J_{\text{of},1}(I, u) + \lambda^T E(u), \tag{5.35}
\]

where the intensity is fixed by (5.18) and (5.19), \( \lambda \in R^{Nj} \) and:

\[
E_j(u) = x(\xi_j, 1) - x_j = \xi_j - x_j + \int_0^1 u(x(\xi_j, \rho), \rho)d\rho, \quad j = 1, \ldots, j. \tag{5.36}
\]

As shown in [47], the stationarity conditions for \( L \) are:

\[
\frac{\partial L}{\partial u}(u, \bar{u}) = B_{\text{of},1}(u, u, \bar{u}) - F_{\text{of}}(\bar{u}) + \lambda^T G(u, \bar{u}) = 0, \quad \forall \bar{u} \in C^\infty(Q), \tag{5.37}
\]

\[
\frac{\partial L}{\partial \lambda} = E(u) = 0. \tag{5.38}
\]
where $B_{\alpha t,1}$ and $F_{\alpha t}$ are given by (5.23) and (5.24), and $G$ is the functional with $j$th component:

$$G_j(u, \bar{u}) = \int_0^1 S_{u,j}(1, \rho) \bar{u}(\xi_j, \rho) d\rho, \quad j = 1, \ldots, \hat{j}$$

(5.39)

defined in terms of the evolution operator:

$$S_{u,j}(\zeta, \rho) S_{u,j}(\rho, \zeta) = S_{u,j}(\zeta, \rho), \quad 0 \leq \rho \leq \zeta \leq 1$$

$$\partial_\zeta S_{u,j}(\zeta, \rho) = \nabla u(x(\xi_j, \zeta), \zeta) S_{u,j}(\zeta, \rho)$$

$$\partial_\rho S_{u,j}(\zeta, \rho) = -S_{u,j}(\zeta, \rho) \nabla u(x(\xi_j, \rho), \rho).$$

(5.40)

As stated after Theorem 14, it is assumed that $u \in H^1(Q, \mathbb{R}^N)$ has sufficient regularity so that (5.10) and (5.11) are well defined; see the discussion and references in [47]. Thus, the following existence of the Lagrange multipliers in (5.37) is established in [47].

**Theorem 16** Assume that $J(u)$ is minimized subject to $E(u) = 0$ at $u^* \in H^1(Q) \cap W^{1,\infty}(Q)$. Then there exists a $\lambda^* \in \mathbb{R}^{2\hat{j}}$ such that $(u^*, \lambda^*)$ satisfy (5.37).

The form of (5.37) and (5.38) are elucidated by simple examples in [47], and landmark constrained image registration and interpolation by means of optical flow will be investigated in forthcoming work.

### 5.2 Numerical and Computational Formulations [52], [45], [13]

The registration schemes for finite displacements and for optical flow are summarized algorithmically as follows.

- For finite displacements: set $x(\xi) = \xi$ and continue the following until changes in $x$ meet a convergence criterion:
  - solve one step of (5.15) for the solution of (5.12), and in the process,
  - perform a line search to determine the step size in (5.15) so that (5.1) is minimized.

- For optical flow: set $u = 0$ and continue the following until changes in $u$ meet a convergence criterion:
  - perform the integrations (5.10), (5.11), (5.20) and (5.21),
  - compute $I$ from (5.18) and (5.19),
  - solve (5.27) for the optical flow, or
  - solve one step of (5.25) for the solution of (5.22), while (5.25) is equivalent to (5.22) when (5.22) is linear.

The discretization and numerical solution of these equations is obtained as follows. First, $Q$ and thus $\Omega$ are discretized by a grid of cells, where nested cells are illustrated in Fig. 16 for $\Omega$. For finite displacements $x$, for the given images $I_0$ and $I_1$, and for autonomous optical flows $u$, only the discretization of $\Omega$ is required, and $(I_0)_k$ for instance denotes the value of $I_0$ at the cell centroid $x_i$. However, the intensity $I$ for optical flow is defined throughout $Q$ and $I_{k,i}$ denotes the value of $I$ at the cell centroid $(x_i, z_k)$.

For finite displacements computed in [45], (5.14) is computed using multilinear interpolation of $I_0$ and $I_1$, and (5.14) and (5.16) are computed using central differences to construct $\nabla I_0$ and $\nabla I_1$ and multilinear interpolation to evaluate these gradients. The quadrature rule for these integrals involves sums of integrands evaluated at spline peaks.

For the computation of optical flows, it is explained in [52] that the associated intensity must be computed according to a Lagrangian discretization, as illustrated in Fig. 22, since an
Figure 22: End images $I_0$ and $I_1$ are shown in the upper left and in the lower right, and the sequence of images between them, read from left to right and from top to bottom, has been determined with a Lagrangian discretization based upon (5.18) and (5.19).

Figure 23: End images $I_0$ and $I_1$ are shown in the upper left and in the lower right, and the sequence of images between them, read from left to right and from top to bottom, has been determined with an Eulerian discretization based upon the optimality condition for $J_{of,1}$.

Eulerian discretization is too dissipative, as illustrated in Fig. 23. Furthermore, the Lagrangian discretization must be implemented by performing the trajectory integrations (5.10), (5.11), (5.20) and (5.21) from each cell center in $Q$ both toward $\Omega_0$ and toward $\Omega_1$. Nevertheless, a considerable savings is achieved for these integrations when the optical flow is autonomous since trajectories emanating from cells differing only in depth overlap in the optical flow phase space. These trajectory integrations are approximated using a Runge-Kutta method, where multilinear interpolation is used to obtain distributed values of the optical flow and its divergence, and optical flow derivatives are computed using central differences. The terms $\nabla I$ and $I_z$ are computed for (5.23), (5.24) and (5.28) by using central differences for $\nabla I$ and by determining $I_z$ from the optical flow equation using the current optical flow and the trajectory derivative $dI/d\zeta$ available from (5.18) or (5.19). The quadrature rule for the integrals in (5.23), (5.24) and (5.28) involves sums of integrands evaluated at spline peaks.

When only autonomous optical flows are considered numerically, each of the boundary value problems (5.15), (5.25) and (5.27) has the form detailed from (4.2) to (4.21) with each function space, e.g., $S^0_h(\Omega)$, replaced by a vector-valued counterpart, e.g., $S^0_h(\Omega, \mathbb{R}^N)$, and with each function, e.g., $\varphi_h \in S^0_h(\Omega)$, replaced by its vector-valued counterpart, e.g., $\varphi_h \in S^0_h(\Omega, \mathbb{R}^N)$. For (5.15) and (5.27), $\nu = 2$ and the regularity (4.21) follows from Theorem 8. For (5.22), $\nu = 1$ and the regularity is seen in examples of [52] not to hold for total variation regularization. On the other hand, for a fixed $k$ the solution to (5.25) possesses the regularity corresponding to Gaussian regularization, and while the regularity (4.21) for (5.22) or (5.25) does not follow immediately from Theorem 8, such regularity is assumed for the examples of interest in [45]. In the lumped formulation the coefficients $\Phi_{h,i} = \{\Phi_{h,i}^{(n)}\} \in \mathbb{R}^N$ are solution values $\Phi_{h,i} = \varphi_h(x_{i-\frac{1}{2}})$ at basis function peaks, and (4.15) takes the form:

$$\sum_{1 \leq n \leq N} \sum_{1 \leq j \leq (2^p + \nu) \cdot 1} \left[ B_\nu(\chi_{i}^\nu \epsilon_m, \chi_j^\nu \epsilon_n) + B_0(\chi_{i-\frac{1}{2}}^0 \epsilon_m, \chi_j^{0} \epsilon_n) \right] \Phi_{h,j}^{(n)} = F(\chi_{i-\frac{1}{2}}^0 \epsilon_m),$$

$$1 \leq i \leq (2^p + \nu) \cdot 1, \quad 1 \leq m \leq N$$

(5.41)
where \( \{\chi_i^\nu\} \) is the canonical B-spline basis for \( S^\nu_0(\Omega) \) and \( e_n \in \mathbb{R}^N \) satisfies \((e_n)^{(m)} = \delta_{mn}\). The coefficient matrix in (5.41) is computed for the bilinear form \( D_{\text{id}} \) of (5.15) using the structure shown in (4.3), where the first term in (5.16) corresponds to \( B_\mu \) and the remaining term in (5.16) corresponds to \( B_0 \). For the bilinear form \( B_{\text{id},1} \) of (5.22) and (5.25) the first integral in (5.23) (with \( \gamma = 0 \)) corresponds to \( B_\mu \) and the second integral of (5.23) (with integration over \( Q \) replaced by integration over \( \Omega \)) corresponds to \( B_0 \). For the bilinear form \( B_{\text{id},2} \) of (5.27) the first integral in (5.28) (with \( \gamma = 0 \)) corresponds to \( B_\mu \) and the second integral in (5.28) (with integration over \( Q \) replaced by integration over \( \Omega \)) corresponds to \( B_\mu \). For these cases (5.16), (5.23) and (5.28), the coefficient matrix of (5.41) is shown in [45] to be positive definite as follows.

**Theorem 17** For a given \( x_k \in H^2(\Omega_0) \), suppose that for every \( c \in \mathbb{R} \) and for every matrix \( W \in \mathbb{R}^{N \times N} \) the image \( I_1 \) satisfies:

\[
\sum_{1 \leq i \leq (2p+\nu)+1} |\nabla x_1 I_1(x_k(x_i-\frac{1}{2})) \cdot (c + Wx_i-\frac{1}{2})| > 0
\]

(5.42)

unless \( c = 0 \) and \( W = 0 \) hold. Then the coefficient matrix \( A_{\text{id}} \) of (5.41) corresponding to \( D_{\text{id}} \) is symmetric and positive definite.

**Theorem 18** Suppose that for every \( c \in \mathbb{R} \) and for every skew symmetric matrix \( W \in \mathbb{R}^{N \times N} \) the intensity \( I \) satisfies:

\[
\sum_{1 \leq k \leq 2p} \sum_{1 \leq i \leq (2p+\nu)+1} |(\nabla I)_{i-\frac{1}{2},k} \cdot (c + Wx_i-\frac{1}{2})| > 0
\]

(5.43)

unless \( c = 0 \) and \( W = 0 \) hold. Then the coefficient matrix \( A_{\text{id},1} \) of (5.41) corresponding to \( B_{\text{id},1} \) is symmetric and positive definite.

**Theorem 19** Suppose that for every \( c \in \mathbb{R} \) and for every matrix \( W \in \mathbb{R}^{N \times N} \) the intensity \( I \) satisfies:

\[
\sum_{1 \leq k \leq 2p} \sum_{1 \leq i \leq (2p+\nu)+1} |(\nabla I)_{i-\frac{1}{2},k} \cdot (c + Wx_i-\frac{1}{2})| > 0
\]

(5.44)

unless \( c = 0 \) and \( W = 0 \) hold. Then the coefficient matrix \( A_{\text{id},2} \) of (5.41) corresponding to \( B_{\text{id},2} \) is symmetric and positive definite.

The geometric multigrid formulation for the solution of each of the boundary value problems (5.15), (5.25) and (5.27) has the form detailed from (4.22) to (4.42). In particular, using the structure of (4.3) to (4.5) and including lumping (5.41), it is proved in [45] for each of these cases that (4.33) holds, and it is further shown that Theorems 9 – 12 hold.

The discussion of implementation aspects following (4.42) applies equally well for the problems (5.15), (5.25) and (5.27), including the treatment of floating point errors by the careful computation of scalar products, the rejection of alternative finite difference formulations and the study of the effect of variations in data support and method parameters. In the present context, certain aspects deserve special attention, including a multi-colored ordering for vector-valued functions and the treatment of nonlinearities.

For the multi-colored ordering, let the coefficient matrix \( A_h \) shown in (5.41) by partitioned into \( N \times N \) blocks corresponding to pairs \((m,n)\):

\[
A_{h}^{(m,n)} = \{B_\mu(\chi_i^0 e_m, \chi_j^0 e_n) + B_0(\chi_i^0 e_m, \chi_j^0 e_n) : 1 \leq i, j \leq (2p+\nu) \cdot 1\}. \quad (5.45)
\]

For a fixed block \((m,n)\), the multi-colored ordering described for (4.43) applies. Thus, the vector-valued counterpart to (4.31) can be implemented by performing an outer symmetric
Gauss-Seidel iteration over component blocks \((m, n)\) and an inner Jacobi iteration on same-colored stencils \(c\) looping in one direction and then the other over the colors:

\[
R_l^{(m)} = F_l^{(m)} - \sum_{n \neq m} A_l^{(m,n)} \Phi_l^{(m)}
\]

for \(c = 1, \ldots, (\nu + 1)^N\) and then \(c = (\nu + 1)^N, \ldots, 1\)

\[
\Phi_l^{(m)}(c) \leftarrow \Phi_l^{(m)}(c) - \omega [(A_l^{(m,m)} \Phi_l^{(m)} - R_l^{(m)})(c)].
\]

(5.46)

As with (4.43), same-colored cells may be updated simultaneously.

The nonlinearity leading to the lagged diffusivity iteration (5.25) may alternatively be considered in the context of nonlinear multigrid [78], but such a formulation was tested in [45] and found as follows to be unacceptable. Specifically, to determine the coarse grid operator, a representation of \(u\) must be selected for the diffusivity \(\phi(|\nabla u|^2 + |\nabla u|^2)\) which appears in the following counterpart to (4.23):

\[
(L_l(u) \chi, \psi)_{L^2(\Omega, R^N)} = B(\chi; u, \psi), \quad \forall \chi, \psi \in S_l^2(\Omega, R^N).
\]

(5.47)

Given a suitable approximation \(u_{l+1} \in S_{l+1}'(\Omega, R^N)\), the natural candidate for \(u\) in (5.47) is \(u_l = I_l^1 u_{l+1}\). However, the canonical restriction operator transforms \(u_{l+1}\) to a function \(u_l\) which is always diminished on \(\partial \Omega\) in relation to \(u_{l+1}\), and thus the diffusivity obtained on level \(l\) from restriction is significantly different on the boundary than the corresponding diffusivity on level \(l + 1\). It is readily demonstrated that this difference corrupts the coarse grid correction of nonlinear multigrid. It is also shown in [78] that an outer iteration update strategy can be combined with linear multigrid in an inner iteration so that the total computational work is comparable to that of nonlinear multigrid when it functions, and such strategies can be implemented in relation to (5.25). Nevertheless, no visible advantage to non-quadratic penalties could be demonstrated for practical examples in [45], in spite of the apparent advantages evident from simple examples shown in [52].

Even when a nonlinearity such as (5.25) is not present and the regularity measure is quadratic, the minimization of \(J_{fd}, J_{of,1}\) and \(J_{of,2}\) is still nonlinear because of the similarity measure. For this, a pyramidal scheme is implemented in [45] for a chosen \(l_{\text{min}}, 0 \leq l_{\text{min}} \leq l_{\text{max}}\), in combination with the algorithmic outline given above:

- For \(l = l_{\text{max}}, \ldots, l_{\text{min}} + 1\) restrict \(I_0\) and \(I_1\) from multigrid level \(l\) to level \(l - 1\).

- For \(l = l_{\text{min}}, \ldots, l_{\text{max}}\):
  - if \(l = l_{\text{min}}\) initialize the displacement or optical flow trivially,
  - else expand the displacement or optical flow from multigrid level \(l - 1\) to level \(l\).
  - solve for the displacement or optical flow on multigrid level \(l\).

The efficiency of this pyramidal scheme depends upon the accurate representation of the images on the coarse grids. As explained in relation to (5.47), images are diminished at the image domain boundary by restriction. If the restricted images are not particularly representative of those given on the fine grid, the displacement or the optical flow computed on a coarse grid may also be correspondingly biased. In such cases, stronger regularization is used on coarser grids or else \(l_{\text{min}}\) is chosen nearer to \(l_{\text{max}}\).

Generalized rigid and generalized affine image registration and interpolation are demonstrated in terms of a simple example in Fig. 24. Here, the two given images \(I_0\) and \(I_1\), shown respectively at the left and at the right of the first row, are related by an affine transformation. The other images shown in the first row of Fig. 24 are interpolated between the given images by generalized affine optical flow (5.27). The successful computation of an affine interpolation is evident visually from the sequence of images and quantitatively from very small registration
Figure 24: An interpolated image sequence obtained by generalized affine optical flow (5.27) is shown in the first row. The sequence is to be read from left to right. The given images \( I_0 \) and \( I_1 \) are shown respectively at the beginning and at the end of the sequence. For the same given images \( I_0 \) and \( I_1 \), an interpolated image sequence obtained by generalized rigid optical flow (5.22) is shown in the second row.

The interpolation obtained by (5.27) is also visually independent of regularization strength. On the other hand, the images shown in the second row of Fig. 24 are interpolated between the same given images by generalized rigid optical flow (5.22) with a Gaussian penalty. The regularization here is strong enough that each image is transported rigidly toward the other and the interpolation is the average of the respective morphs. Considering a single morph gives a registration of one image to the other, and for the chosen regularization strength the associated registration errors are relatively large [45]. In case the given images are related by a rigid registration, the resulting interpolation and registration are as accurate and natural as is (5.27) for the example shown in Fig. 24; see [52]. When the given images \( I_0 \) and \( I_1 \) in Fig. 24 are registered according to (5.12), the morphed images are visually indistinguishable from the original images, and the registration errors are very small [45].

The computations described above were carried out according to the algorithmic outlines given earlier, and chosen parameters are detailed in [45]. For the final outer iteration on the finest pyramidal level, convergence histories of \( M^V(1) \) iterations for (5.12), (5.22) and (5.27) for the example of Fig. 24 are shown in Fig. 25. On the basis of the results reported in [50], the

smaller multigrid reduction factors for optical flow can be understood from the fact that the data \( \int_0^1 \nabla I(x, z) \nabla I(x, z)^T dz \) for optical flow have broader support than the data \( \nabla I_1(x) \nabla I_1(x)^T \) for finite displacements.

Although the registration result with (5.22) in Fig. 24 is unnaturally rigid, Fig. 26 shows an example to compare strongly and weakly rigid registration, which according to [52] are obtained respectively by flexing or relaxing the strength of the rigidity penalty in \( J_{\text{of},1} \); see [52] for details.
Figure 26: Strongly and weakly rigid registration are demonstrated in the top and bottom rows respectively. The optical flow shown in the left column happens to be autonomous. The middle column shows the morphing of a uniform grid from \( \Omega_0 \) to \( \Omega_1 \). The image \( I_0 \) is displayed above the image \( I_1 \) in the third column, the morphing of \( I_1 \) is displayed above the morphing of \( I_0 \) in the fourth column, and the errors between images and corresponding morphs are shown in the final column on the right.

Note that in the example of strongly rigid registration in the top row the morphed images are clearly the result of a rigid transformation applied to the original images, whereas in the example of weakly rigid registration in the bottom row the morphed images match the original images much more closely. As demonstrated by the morphed uniform grids, trajectories are allowed to move out of the box \( Q \), and such movement is necessary for rigid motion. Note further in this example that the optical flow has not been constrained to be autonomous, but the minimization of \( J_{\text{of},1} \) has led to an autonomous flow even for the weakly rigid case.

While all other registration examples are processed with quadratic penalties, Fig. 27 demonstrates the use of a non-quadratic penalty to process a model of an excision. Specifically, a vertical stripe of the brightest intensities in the middle of \( I_0 \) is removed and the remainder is translated toward the central vertical axis and joined to create \( I_1 \). The two images are registered using Gaussian and (regularized) total variation penalties; see [52] for details. The differences in registration accuracy appear conspicuously from the morphed uniform grids. The Gaussian penalty causes points outside the excised stripe to be crowded and deformed together with points inside the stripe. With the total variation penalty, points inside the excised stripe appear to have disappeared into the vertical axis while points outside the stripe appear to have been translated identically toward the vertical axis. As discussed following (5.47), the example of Fig. 27 promises to allow discontinuities in the optical flow and thereby to permit accurate registration in the presence of rigid and non-rigid objects; however, the result shown below for the realistic example of Fig. 29 is not visibly affected by the use of a total variation penalty instead of a Gaussian penalty.

Examples of registered and interpolated magnetic resonance images are given in [52], [45] and [46], and the next two examples are selected to demonstrate the processing of image sequences. For Fig. 28, the sequence of histological sections of a mouse heart shown on the left have been aligned by generalized affine registration (5.31) as shown on the right; see [45] for further details concerning the computations as well as films of the raw and registered sequences. This alignment has been achieved by first shifting all images to the same center of mass and then performing a single iteration of the update strategy described for the minimization of (5.31). Generalized affine registration is considered suitable for histological applications since sections may be affine.
Figure 27: Using the same format as in Fig. 26, results obtained by Gaussian and (regularized) total variation penalties are shown respectively in the top and bottom rows.

Figure 28: A sequence of histological sections of a mouse heart are shown unregistered on the left and registered by finite displacements on the right.

deformed in the process of slicing, but unless certain images in (5.31) are fixed, (generalized) affine transformations can expand or contract images so that an object is deformed essentially to the same size throughout the entire stack. This effect can also be controlled by the number of updates performed in order to solve the entire coupled optimality system for (5.31).

On the other hand, generalized rigid registration provides resistance to deformation, and it is used for the example of Fig. 29. Here, respiratory motion accompanies the sudden and widespread appearance of contrast agent, particularly in the kidneys, and it is required to interpolate between the two given images shown respectively at the extreme upper left and at the extreme lower right. The other images shown in the figure have been interpolated using generalized rigid optical flow (5.22) combined with intensity scaling described below. Note that several objects move and deform as a result of respiration but the spinal column, for instance, remains rigid and motionless. Such an example appears to be a good candidate for a realistic application of total variation regularization as discussed in [52]. However, and as indicated following (5.47), the result shown in Fig. 29 is not perceptibly affected by the use of total variation regularization. The raw and interpolated images shown in Fig. 29 are actually samples taken from a lengthy temporal sequence in which temporal resolution is low enough for the raw
sequence to be quite jerky but high enough to permit a smooth interpolation which facilitates the medical examination. The entire raw image sequence has been interpolated pairwise as described for Fig. 29; see [45] and [46] for further details concerning the computations as well as films of the raw and interpolated sequences.

5.3 Image Similarity by Intensity Scaling [46]

In the procedures discussed above, the image similarity measure is based upon pure intensities, while realistic medical applications are complicated by the appearance of contrast agent or an intensity modulation in one image and not in another to which the first must be matched. For such applications, an image similarity measure based upon intensity scaling, as opposed to intensity differentiation [20] [21], is developed in [46] for both finite displacements and for optical flow.

Intensity scaling is introduced as follows to the similarity measures (5.1) and (5.2) without favoring a given image order. Specifically, reciprocal scaling is necessary in order that registration be independent of image order, and it is shown in [46] that order independence can be achieved in general for optical flow but for finite displacements only under limited circumstances. For reciprocal scaling, let $\sigma_0 : [0, 1] \rightarrow [0, 1] \text{ and } \sigma_1 : [0, 1] \rightarrow [0, 1]$ be functions scaling
the intensities of $I_0$ and $I_1$ respectively. Then intensity scaling is introduced into (5.1) according to:

$$S_{\text{id}}(\boldsymbol{x}, \sigma_0, \sigma_1)$$

$$= \int_{\Omega_0} [\sigma_0(\tilde{I}_0(\xi)) - I_1(\tilde{I}_1(\xi))]^2 d\xi + \int_{\Omega_0} [\sigma_0(I_0(\eta)) - I_1^\infty]^2 d\eta + \int_{\Omega_1} [\sigma_0(I_0^\infty) - I_1(\eta)]^2 d\eta$$

$$+ \int_{\Omega_1} [I_0(y(\eta)) - \sigma_1(I_1(\eta))]^2 d\eta + \int_{\Omega_0} [I_0(\xi) - \sigma_1(I_1(\eta))]^2 d\xi + \int_{\Omega_1} [I_1^\infty - \sigma_1(I_1(\eta))]^2 d\eta$$

where each line in (5.48) represents the effect of scaling just one of the given images. Intensity scaling is introduced into (5.2) according to:

$$S_{\text{of}}(\boldsymbol{u}, I^{(1)}, I^{(2)}, \sigma_0, \sigma_1) = \int_{Q} \left\{ |\nabla_x\tilde{I}_0| \cdot \boldsymbol{u} + I_0^{(0)}|^2 + |\nabla_xI^{(1)}| \cdot \boldsymbol{u} + I_1^{(1)}|^2 \right\} d\boldsymbol{x}dz$$

where the intensity $I^{(0)}$ is constrained by the following modifications of (5.3) and (5.4):

$$I^{(0)} = I_0 \quad \text{on } \Omega_0, \quad I^{(0)} = \sigma_1(I_1) \quad \text{on } \Omega_1, \quad I^{(0)} = \sigma_1(I_1^\infty) \quad \text{on } \Gamma_+, \quad I^{(0)} = I_0^\infty \quad \text{on } \Gamma_-$$

in which only $I_1$ is scaled, and the intensity $I^{(1)}$ is constrained by the following modifications of (5.3) and (5.4):

$$I^{(1)} = \sigma_0(I_0) \quad \text{on } \Omega_0, \quad I^{(1)} = I_1 \quad \text{on } \Omega_1, \quad I^{(1)} = I_1^\infty \quad \text{on } \Gamma_+, \quad I^{(1)} = \sigma_0(I_0^\infty) \quad \text{on } \Gamma_-$$

in which only $I_0$ is scaled.

For image registration by means of finite displacements, (5.5) is modified as follows [46]:

$$J_{\text{id}}(\boldsymbol{x}, \sigma_0, \sigma_1) = S_{\text{id}}(\boldsymbol{x}, \sigma_0, \sigma_1) + \mathcal{R}_{\text{id}}(\boldsymbol{x}).$$

For image registration and interpolation by means of optical flow, (5.7) is modified as follows [46]:

$$J_{\text{id},\text{of}}(\boldsymbol{u}, I^{(0)}, I^{(1)}, \sigma_0, \sigma_1) = S_{\text{of}}(\boldsymbol{u}, I^{(0)}, I^{(1)}, \sigma_0, \sigma_1) + \mathcal{R}_{\text{of},\text{id}}(\boldsymbol{u})$$

subject to (5.50) and (5.51). The intensity $I$ used to compute the optical flow in (5.22) or (5.27) is:

$$I = [I^{(0)} + I^{(1)}]/2.$$  

This intensity permits reciprocal scaling and avoids intensity variations, such as in

$$I(\boldsymbol{x}, z) = (1 - z)I^{(0)}(\boldsymbol{x}, z) + zI^{(1)}(\boldsymbol{x}, z),$$

which result only from scaling differences as opposed to misregistration. On the other hand, once the optical flow has been computed, the intensity $I$ is a more suitable interpolation than $I$.

The cost $J_{\text{id}}$ is stationary in the displacement $\boldsymbol{x}$ for fixed $\sigma_0$ and $\sigma_1$ when $\boldsymbol{x}$ satisfies (5.12), where $F_{\text{id}}$ in (5.14) is modified as follows [46]:

$$F_{\text{id}}(\boldsymbol{x}, \tilde{\boldsymbol{x}}) = \int_{\Omega_0} [\sigma_0(\tilde{I}_0(\xi)) - I_1(\tilde{I}_1(\xi))] \nabla_xI_1(\tilde{I}_1(\xi))^T \tilde{\boldsymbol{x}}(\xi) d\xi$$

$$+ \int_{\Omega_1} [I_0(y(\eta)) - \sigma_1(I_1(\eta))] \nabla_yI_0(y(\eta))^T \nabla_\eta y(\eta) \tilde{\boldsymbol{x}}(y(\eta)) d\eta.$$
Then, (5.12) is solved by the quasi-Newton iteration in (5.15). The cost $J_{d,i}$ is stationary in the intensities $I^{(0)}$ and $I^{(1)}$ for fixed $u$, $\sigma_0$ and $\sigma_1$ when $I^{(0)}$ and $I^{(1)}$ satisfy the following [46]:

\[
I^{(0)}(x, \xi, \zeta) = \begin{cases} 
I_0(\xi)[1-U(\xi, \zeta, 1)] + \sigma_1(I_1(x, 1))U(\xi, \zeta, 1), & \xi \in \Omega_0^n \\
I_0(\xi)[1-U(\xi, \zeta, 1)] + \sigma_1(I_1^\infty)U(\xi, \zeta, \hat{\zeta}), & x(\xi, \hat{\zeta}) \in \Gamma, \ \xi \in \Omega_0^n 
\end{cases}
\]

and:

\[
I^{(1)}(x, \xi, \zeta) = \begin{cases} 
\sigma_0(I_0(\xi))[1-U(\xi, \zeta, 1)] + I_1(x, 1)U(\xi, \zeta, 1), & \xi \in \Omega_0^n \\
\sigma_0(I_0(\xi))[1-U(\xi, \zeta, 1)] + I_1^\infty U(\xi, \zeta, \hat{\zeta}), & x(\xi, \hat{\zeta}) \in \Gamma, \ \xi \in \Omega_0^n 
\end{cases}
\]

(5.57)

where $\zeta, \hat{\zeta}, U$ and $V$ have the same definitions as for (5.57) and (5.58). The cost $J_{d,i}$ is stationary in the optical flow $u$ for fixed $I^{(0)}, I^{(1)}$, $\sigma_0$ and $\sigma_1$ when $u$ satisfies (5.22) or (5.27), where the intensity $I$ is given by (5.54) [46].

The optimality conditions for the scaling functions can be described roughly as follows. The value of $\sigma_0(\iota)$ should be a weighted average over the level set $I_0(\xi) = \iota$ of the intensities obtained by morphing $I_1$ to $\Omega_0$. The scaling function $\sigma_1$ should satisfy the reciprocal property. The optimality conditions are shown precisely in [46] to be given as follows. Let $\iota_0, \iota_1$ and $\iota$ be determined by minimum and maximum values of $I_0$ and $I_1$ so that the ranges of $I_0$ and $I_1$ are contained respectively in $[\iota_0, \iota_1]$ and $[\iota, \iota_1]$. Then assume that $|\nabla I_0| = 0$ when $I_0$ assumes values $K_0 \subset [\iota_0, \iota_1]$ and $|\nabla I_1| = 0$ when $I_1$ assumes values $K_1 \subset [\iota, \iota_1]$. Then the optimal $\sigma_0$ and $\sigma_1$ necessarily satisfy:

\[
\sigma_0(\iota) = \begin{cases} 
\frac{\int_{I_0(\xi) = \iota} I_1(\xi)|I(\xi)|d\xi + \int_{\Omega_1^n} I_1(\eta)|V(\eta)|d\eta}{\int_{I_0(\xi) = \iota} U(\xi)d\xi + \int_{\Omega_1^n} V(\eta)d\eta}, & \iota = I_0^\infty \\
\int_{I_0(\xi) = \iota} I_1(\xi)|I(\xi)|d\xi / \int_{I_0(\xi) = \iota} U(\xi)d\xi, & \iota \in K_0 \setminus \{I_0^\infty\} \\
\int_{I_0(\xi) = \iota} I_1(\xi)|I(\xi)|d\xi / |\nabla I_0(\xi)| / \int_{I_0(\xi) = \iota} U(\xi)d\xi, & \iota \in [\iota_0, \iota_1] \setminus K_0 
\end{cases}
\]

(5.59)

and:

\[
\sigma_1(\iota) = \begin{cases} 
\frac{\int_{I_1(\eta) = \iota} I_0(\eta)|V(\eta)|d\eta + \int_{\Omega_0^n} I_0(\xi)|U(\xi)|d\xi}{\int_{I_1(\eta) = \iota} V(\eta)d\eta + \int_{\Omega_0^n} U(\xi)d\xi}, & \iota = I_1^\infty \\
\int_{I_1(\eta) = \iota} I_0(\eta)|V(\eta)|d\eta / \int_{I_1(\eta) = \iota} V(\eta)d\eta, & \iota \in K_1 \setminus \{I_1^\infty\} \\
\int_{I_1(\eta) = \iota} I_0(\eta)|V(\eta)|d\eta / |\nabla I_1(\eta)| / \int_{I_1(\eta) = \iota} V(\eta)d\eta, & \iota \in [\iota, \iota_1] \setminus K_1 
\end{cases}
\]

(5.60)
where the morphed images are given by:

\[
I_0(\eta) = \begin{cases} 
I_0(y), & y = y(\eta) \text{ or } y(\eta, 0) \\
I_0^\infty, & \eta \in \Omega_1^c \end{cases} \quad \eta \in \Omega_1^c
\]

and for finite displacements, \( U = 1 \) and \( V = 1 \) hold, while for optical flow the following hold:

\[
\mathcal{U}(\xi) = \begin{cases} 
\int_0^1 U_\xi^2(\xi, \zeta, 1) \det(\nabla_x x) d\zeta, & \xi \in \Omega_0^c \\
\int_0^{\hat{\xi}(\xi)} U_\xi^2(\xi, \zeta, \hat{\xi}(\xi)) \det(\nabla_x x) d\zeta, & \xi \in \Omega_1^i \end{cases}
\]

and

\[
\mathcal{V}(\eta) = \begin{cases} 
\int_0^1 V_\eta^2(\eta, 0, \zeta) \det(\nabla_y y) d\zeta, & \eta \in \Omega_1^c \\
\int_0^{\hat{\eta}(\eta)} V_\eta^2(\eta, \zeta, \hat{\eta}(\eta)) \det(\nabla_y y) d\zeta, & \eta \in \Omega_1^i. \end{cases}
\]

Thus, \( \sigma_0 \) and \( \sigma_1 \) are given respectively by weighted averages of \( I_1 \) and \( I_0 \) over levels sets of of \( I_0 \) and \( I_1 \) respectively.

The importance of reciprocal scaling is shown in Fig. 30, where the image \( I_0 \) is shown in the extreme upper left and the image \( I_1 \) is shown in the extreme lower right. These two images have quite different scalings and noise levels but are clearly related by a simple translation. An optical flow is used in [46] to interpolate between these images, and \( I^{(0)} \) is shown in the top two rows while \( I^{(1)} \) is shown in the bottom two rows. Note that \( I^{(0)} \) is computed by scaling only \( I_1 \) with the average of the noisy non-trivial values in \( I_0 \). Also, \( I^{(1)} \) is computed by scaling only \( I_0 \) with the (average of the) single non-trivial value in \( I_1 \). With \( I^{(0)} \) the intensity differences between \( I_0 \) and \( \sigma_1(I_1) \) drive changes in the registration. On the other hand, with \( I^{(1)} \) the images

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure30}
\caption{The two given images \( I_0 \) and \( I_1 \) are shown respectively in the extreme upper left and the extreme lower right. The intensities \( I \) and \( \mathcal{I} \) are constructed for optical flow from \( I^{(0)} \) and \( I^{(1)} \) which are shown respectively in the top two and bottom two rows. Each sequence is to be read from left to right and from top to bottom.}
\end{figure}

\[48\]
\( \sigma_0(I_0) \) and \( I_1 \) are registered perfectly. Thus, reciprocal scaling as implemented in (5.54) and (5.55) is required for the registration to be independent of image order. The intensity \( I \) in (5.54) is the average of \( I^{(0)} \) and \( I^{(1)} \), and it is found to be more appropriate for determining the optical flow. The intensity \( I \) in (5.55) begins in \( \Omega_0 \) with \( I^{(0)} \) and ends in \( \Omega_1 \) with \( I^{(1)} \), and thus \( I \) is more appropriate for interpolating images once the optical flow has been determined. Both intensities are simply reflected when the image order is reversed. Such examples in [46] also suggests that scaling can have an image smoothing effect.

As can be seen from Fig. 31 shown below, the formulas (5.59) and (5.60) can lead to very irregular scaling functions, particularly when the given images are noisy. In such cases, Tikhonov regularization can be implemented by minimizing the following augmented cost functions:

\[
J_{\text{id}}'(x, \sigma_0, \sigma_1) = J_{\text{id}}(x, \sigma_0, \sigma_1) + \nu \int_0^1 |\sigma'_0(\iota)|^2 d\iota + \nu \int_0^1 |\sigma'_1(\iota)|^2 d\iota \quad (5.65)
\]

\[
J_{\text{id}}'(u, I^{(0)}, I^{(1)}, \sigma_0, \sigma_1) = J_{\text{id}}(u, I^{(0)}, I^{(1)}, \sigma_0, \sigma_1) + \nu \int_0^1 |\sigma'_0(\iota)|^2 d\iota + \nu \int_0^1 |\sigma'_1(\iota)|^2 d\iota. \quad (5.66)
\]

These estimations can be further simplified by making the realistic assumption that the images are cell-wise constant so that the ranges of \( I_0 \) and \( I_1 \) are \( K_0 \) and \( K_1 \) respectively. Under this assumption, let \( \sigma_0 \) and \( \sigma_1 \) denote the functions on the right sides of (5.59) and (5.60). Then the minimizers of the augmented costs above are determined by:

\[
\begin{cases}
-\nu \sigma'_0 + \sigma_0 &= \hat{\sigma}_0, \quad \iota \in (i_0, i_1) \\
\sigma'_0 &= 0, \quad \iota = i_0, i_1
\end{cases}
\]

\[
\begin{cases}
-\nu \sigma'_1 + \sigma_1 &= \hat{\sigma}_1, \quad \iota \in (i_1, i_1) \\
\sigma'_1 &= 0, \quad \iota = i_0, i_1. \quad (5.67)
\end{cases}
\]

The functions \( \hat{\sigma}_0, I_0 \) and \( \hat{\sigma}_1, I_1 \) are defined numerically in [46] in terms of cell centers of \( \Omega_0 \) and \( \Omega_1 \) respectively. The trajectory integrations (5.10), (5.11), (5.20), (5.21), (5.63) and (5.64) are approximated using a Runge-Kutta method, where multilinear interpolation is used to obtain distributed values of the optical flow and its divergence, and optical flow derivatives as well as metric terms, \( \det[\nabla_x x_i(\xi, \eta)] \) and \( \det[\nabla_\eta y_i(\xi, \eta)] \), are computed using central differences. Thus, with \( \hat{\sigma}_0 \) and \( \hat{\sigma}_1 \) so determined from a given displacement or optical flow, the scaling functions are determined by (5.67), where derivatives are approximated by central differences in points \( \iota \) in which values of \( \sigma_0 \) and \( \sigma_1 \) are given.

An alternative to the optimize-then-discretize approach outlined above is the discretize-then-optimize approach of minimizing the unaugmented cost functions in (5.52) and (5.53) over a finite-dimensional basis for the scaling functions. This approach is investigated in [46]. Specifically, let the intervals \([i_0, i_0]\) and \([i_1, i_1]\) be divided into uniform grids of subintervals. Then let \( \{\psi^{(0)}_k\} \) and \( \{\psi^{(1)}_k\} \) be the canonical linear splines which form a basis for the piecewise linear continuous functions on the respective grids. In terms of these bases, the scaling functions take the form:

\[
\sigma_0(\iota) = \sum_k a^{(0)}_k \psi^{(0)}_k(\iota), \quad \sigma_1(\iota) = \sum_k a^{(1)}_k \psi^{(1)}_k(\iota) \quad (5.68)
\]

where the coefficients \( \{a^{(0)}_k\} \) and \( \{a^{(1)}_k\} \) are determined by minimizing the unaugmented cost functions, i.e., \( S_{\text{id}} \) in (5.48) or \( S_{\text{id}} \) in (5.49). This basis functions approach is compared to the Tikhonov regularization approach in Fig. 31 for an example from [46] in which magnetic resonance images are registered. In order not to reduce the discrimination capacity of the image similarity measure excessively, regularization of the highly oscillatory functions, \( \hat{\sigma}_0 \) and \( \hat{\sigma}_1 \), is advantageous. The Tikhonov regularization approach is clearly regularizing, while the basis functions approach suffers extreme oscillations near large separations between isolated peaks in the respective histograms. The Tikhonov regularization approach is preferred in [46].

Thus, the algorithmic outlines of Subsection 5.2 are modified so that (5.67) is solved in each loop. For the optical flow computation, (5.63) and (5.64) are assembled at the same time other trajectories are computed. Also, \( (5.18) \) and \( (5.19) \) are replaced by (5.57), (5.58), (5.54).
and (5.55) to obtain $I^{(0)}$, $I^{(1)}$, $I$ and $I$. Thus, the extra computational costs for implementing scaling functions are insignificant in relation to the work required to solve for the displacement field or for the optical flow.

To demonstrate the advantages of image scaling, examples involving magnetic resonance images are presented in [46]. In one example, contrast agent appears in one image of a hand and not in another, and scaled images naturally remove the effect of altered intensities and thus permit a closer registration match than with unscaled images. In another example, the first two images of Fig. 13 are registered, and the match between scaled images is conspicuously closer than that between unscaled images. In both of these examples, images are registered by finite displacements, although no large displacements are manifested and thus image similarity is the focus. On the other hand, respiratory motion accompanies the sudden and widespread appearance of contrast agent in the example of Fig. 29 in which generalized rigid optical flow is used to interpolate between the end images in Fig. 29. Note from Fig. 30 that neither of the intensities $I^{(0)}$ or $I^{(1)}$ are an adequate interpolation; nevertheless, the interpolated images of Fig. 29, given by $I$ in (5.55), are well suited to the interpolation problem.

### 6 Summary of Continuing Investigations

The work of [53] and [44] was motivated by the need for segmentation preprocessing to extract the morphology of vessels from magnetic resonance images [3], [76], [4]. Such vessels are shown in vitro in Fig. 4, but when such vessels are measured in vivo, the images may be corrupted by intensity modulations as seen in Fig. 13 or even by the appearance of contrast agent as seen in Fig. 29. Thus, it is required to modify segmentation formulations, such as with $m = 1$ in the following Mumford-Shah functional [64] [39],

$$J(u, m, \Gamma) = \int_{\Omega} |m \cdot u - \bar{u}|^2 dx + \alpha \int_{\Omega \setminus \Gamma} |\nabla u|^2 dx + \beta \cdot \mu(\Gamma) + \gamma \sum_{|\omega| = \nu} \frac{\mu^1}{\omega!} \int_{\Omega} |\partial^\omega m|^2 dx \quad (6.69)$$

with the product structure of $m \cdot u$, where the smooth modulation $m$ and the bounded variation intensity $u$ have very different regularity character. Also a similar product should be introduced into the image registration and interpolation formulations when the given images are similarly modulated. Such product structures will be studied theoretically and computationally in forthcoming research.

Note that this product structure appears as well in (4.17). Furthermore, the minimization of (4.17) will be investigated by introducing multigrid techniques into the pre-dual formulation of [38]. However, the most important goal in the investigation of (4.17) is the determination
of sampling strategies, which appear as the convolution with $K$ in (4.17), in order to improve parallel imaging strategies such as [71] and [32].

The deconvolution approach of (3.1) for determining transport properties from images such as seen in Fig. 7 is based upon the standard established in [83], and it involves no correlation between neighboring pixels. On the other hand, convection and diffusion of contrast agent, as seen in (3.11), clearly implies a coupling, and the spatial correlation evident in the differences of Fig. 9 further suggests that the coupling is nontrivial. Two approaches for investigating this coupling are planned. One approach involves joint work with the author of [30] using related regularization techniques to correlate the pixelwise results of deconvolving (3.1). Another approach involves to expand estimation techniques of [11] for the estimation of coefficients, particularly convection, in (3.11).

Note also in the images shown in Fig. 9 that macro-vessels appear conspicuously while the goal is to identify transport properties of tissues. It has been shown that the macro-vessel signal can corrupt the tissue signal, and independent component analysis has been used successfully in [72] to separate and remove the macro-vessel signal. It is also found in [72] that independent component analysis can be used successfully for denoising. In addition it is thought that the approach can be used to guide object oriented registration and interpolation within image sequences such as those seen in Figs. 28 and 29 and investigated in current projects such as [13]. For such image processing tasks independent component analysis will be studied theoretically and computationally in forthcoming research.

Acknowledgments

Working together with the members of the Institute of Mathematics and Scientific Computing of the University of Graz is a pleasure, and the author thanks his colleagues for such a pleasant atmosphere, indeed for their valued friendship. In particular the author would like very much to express gratitude to Professors Karl Kunisch and Franz Kappel for their support of the author’s professional goals and for their creation of a rich mathematical environment which acts as a catalyst for the synergetic pursuit of such goals. The research projects presented here, both completed and forthcoming, have been stimulated by many individual discussions and seminar interactions at the Institute as well as interdisciplinary exchanges with close colleagues at the Medical University of Graz who have been drawn by shared interests to a successful Special Research Center on Optimization and Control.

References


