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Abstract. Let $H$ be a Krull monoid with class group $G$ such that every class contains a prime divisor (for example, rings of integers in algebraic number fields or holomorphy rings in algebraic function fields). For $k \in \mathbb{N}$, let $U_k(H)$ denote the set of all $m \in \mathbb{N}$ with the following property: There exist atoms $u_1, \ldots, u_k, v_1, \ldots, v_m \in H$ such that $u_1 \cdot \cdots \cdot u_k = v_1 \cdot \cdots \cdot v_m$. Furthermore, let $\lambda_k(H) = \min U_k(H)$ and $\rho_k(H) = \sup U_k(H)$. The sets $U_k(H) \subseteq \mathbb{N}$ are intervals which are finite if and only if $G$ is finite. Their minima $\lambda_k(H)$ can be expressed in terms of $\rho_k(H)$. The invariants $\rho_k(H)$ depend only on the class group $G$, and in the present paper they are studied with new methods from Additive Combinatorics.

1. Introduction

Let $H$ be a (commutative and cancelative) monoid. If an element $a \in H$ has a factorization $a = u_1 \cdot \cdots \cdot u_k$ into atoms $u_1, \ldots, u_k \in H$, then $k$ is called the length of the factorization, and the set $L(a)$ of all possible lengths is called the set of lengths of $a$. For $k \in \mathbb{N}$, let $U_k(H)$ denote the set of all $m \in \mathbb{N}$ with the following property: There exist atoms $u_1, \ldots, u_k, v_1, \ldots, v_m \in H$ such that $u_1 \cdot \cdots \cdot u_k = v_1 \cdot \cdots \cdot v_m$. Thus $U_k(H)$ is the union of all sets of lengths containing $k$. Sets of lengths (and all invariants derived from them, such as their unions) are the most investigated invariants in factorization theory. The sets $U_k(H)$ were introduced by S.T. Chapman and W.W. Smith in Dedekind domains ([14]) and since then have been studied in settings ranging from numerical monoids to Mori domains, including monoids of modules ([18, 10, 6, 24, 3]). Their suprema $\rho_k(H) = \sup U_k(H)$ and their minima $\lambda_k(H) = \min U_k(H)$ have received special attention. Indeed, the invariants $\rho_k(H)$ were first studied in the 1980s for rings of integers in algebraic number fields ([16, 36]). The supremum over all $\rho_k(H)/k$ is called the elasticity of $H$, whose investigation was a key topic in early factorization theory (see [1] for a survey, or to pick a few from many, see [12, Problem 38] and [11, 2, 32, 13, 8]).

In the present paper, we focus on Krull monoids having the property that every class in the class group contains a prime divisor. In Section 2 we present the necessary background and Proposition 2.4 gathers the present state of the art. Among others, if $H$ is such a Krull monoid with class group $G$ and $2 < |G| < \infty$, then $U_k(H) \subseteq \mathbb{N}$ is a finite interval, hence $U_k(H) = [\lambda_k(H), \rho_k(H)]$, and its minimum $\lambda_k(H)$ can be expressed in terms of $\rho_k(H)$. Moreover, $\rho_k(H)$ depends only on the class group $G$ and hence it can be studied with methods from Additive Combinatorics. This is the starting point for the remainder of the paper.

Let $D(G)$ denote the Davenport constant of $G$ and set $\rho_k(G) = \rho_k(H)$. Then, for every $k \in \mathbb{N}$, we have $\rho_{2k}(G) = kD(G)$ and there is the crucial inequality (see Lemma 3.1)

\[ 1 + kD(G) \leq \rho_{2k+1}(G) \leq kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor. \]
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In Section 3 we analyze this inequality, formulate two conjectures (Conjecture 3.3), and outline the program of the paper in greater detail. Theorem 4.1 provides a list of groups (including all noncyclic $p$-groups) for which $\rho_{2k+1}(G)$ equals the upper bound in the above inequality for all $k \in \mathbb{N}$. If $G$ is cyclic, then $\rho_{2k+1}(G)$ equals the lower bound for all $k \in \mathbb{N}$ (this was proved in [20]). Theorem 5.1 characterizes all groups $G$ of rank two for which $\rho_3(G)$ equals the upper bound. This result is based on the recent characterization of all minimal zero-sum sequences of maximal length in groups of rank two (see Main Proposition 5.4).

2. Unions of sets of lengths in Krull monoids: Background

Let $\mathbb{N}$ denote the set of positive integers and set $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. For real numbers $a, b \in \mathbb{R}$, we denote by $[a, b] = \{x \in \mathbb{Z} \mid a \leq x \leq b\}$ the discrete interval. By a monoid, we mean a commutative semigroup with identity which satisfies the cancellation law (that is, if $a, b, c$ are elements of the monoid with $ab = ac$, then $b = c$ follows). The multiplicative semigroup of non-zero elements of an integral domain is a monoid.

Let $G$ be an abelian group, and let $A, B \subseteq G$ be subsets. Then $(A) \subset G$ is the subgroup generated by $A$, $-A = \{-a \mid a \in A\}$, and $A + B = \{a + b \mid a \in A, b \in B\}$ is the sumset of $A$ and $B$. Furthermore, $A$ is a generating set of $G$ if $(A) = G$, and $A$ is a basis of $G$ if all elements of $A$ are nonzero and $G = \bigoplus_{a \in A} (a)$.

**Monoids and Sets of Lengths.** A monoid $F$ is free abelian, with basis $P \subset F$ and we write $F = F(P)$, if every $a \in F$ has a unique representation of the form

$$a = \prod_{p \in P} p^{v_p(a)} \quad \text{with} \quad v_p(a) \in \mathbb{N}_0 \quad \text{and} \quad v_p(a) = 0 \quad \text{for almost all} \quad p \in P.$$ 

Let $H$ be a monoid. We denote by $H^\times$ the set of invertible elements of $H$ and by $q(H)$ a quotient group of $H$. For a subset $H_0 \subset H$, we denote by $[H_0] \subset H$ the submonoid generated by $H_0$. Let $a, b \in H$. We say that $a$ divides $b$ (and we write $a \mid b$) if there is an element $c \in H$ such that $b = ac$. We denote by $A(H)$ the set of atoms (irreducible elements) of $H$. If $a = u_1 \cdots u_k$, where $k \in \mathbb{N}$ and $u_1, \ldots, u_k \in A(H)$, then $k$ is called the length of the factorization and $L(a) = \{k \in \mathbb{N} \mid a \text{ has a factorization of length } k\} \subset \mathbb{N}$ is the set of lengths of $a$. For convenience, we set $L(a) = \{0\}$ if $a \in H^\times$. Furthermore, we denote by

$$L(a) = \{k \in \mathbb{N} \mid a \text{ has a factorization of length } k\} \quad \text{the system of sets of lengths of } \ H .$$

Next we define the central concept of this paper. Let $k \in \mathbb{N}$ and suppose that $H \neq H^\times$. Then

$$U_k(H) = \bigcup_{a \in H, k \in L(a)} L(a)$$

is the union of all sets of lengths containing $k$. Thus, $U_k(H)$ is the set of all $m \in \mathbb{N}$ such that there are atoms $u_1, \ldots, u_k, v_1, \ldots, v_m$ with $u_1 \cdot \cdots \cdot u_k = v_1 \cdot \cdots v_m$. Finally, we define

$$\rho_k(H) = \sup U_k(H) \quad \text{and} \quad \lambda_k(H) = \min U_k(H).$$

**Krull monoids.** A monoid homomorphism $\varphi : H \to F$ is said to be a divisor homomorphism if $\varphi(a) \mid \varphi(b)$ in $F$ implies that $a \mid b$ in $H$ for all $a, b \in H$. A monoid $H$ is said to be a Krull monoid if one of the following equivalent properties is satisfied (see [23, Theorem 2.4.8] or [31]).

(a) $H$ is completely integrally closed and satisfies the ascending chain condition on divisorial ideals.

(b) $H$ has a divisor homomorphism into a free abelian monoid.

(c) $H$ has a divisor theory: this is a divisor homomorphism $\varphi : H \to F = F(P)$ into a free abelian monoid such that for each $p \in P$ there is a finite set $E \subset H$ with $p = \gcd (\varphi(E))$.  

Let $H$ be a Krull monoid. Then every non-unit has a factorization into atoms, and all sets of lengths are finite. A divisor theory $\varphi: H \to F = \mathcal{F}(P)$ is essentially unique, and the class group $C(H) = q(F)/q(\varphi(H))$ depends only on $H$. It will be written additively, and we say that every class contains a prime divisor if, for every $g \in C(H)$, there is a $p \in P$ with $p \in g$.

An integral domain $R$ is a Krull domain if and only if its multiplicative monoid $R \setminus \{0\}$ is a Krull monoid, and Property (a) shows that a noetherian domain is Krull if and only if it is integrally closed.

Rings of integers, holomorphy rings in algebraic function fields, and regular congruence monoids in these domains are Krull monoids with finite class group such that every class contains a prime divisor ([23, Section 2.11]). Monoid domains and power series domains that are Krull are discussed in [29, 33, 34]. For monoids of modules which are Krull we refer the reader to [5, 3, 17].

Main portions of the arithmetic of a Krull monoid—in particular, all questions dealing with sets of lengths—can be studied in the monoid of zero-sum sequences over its class group. We provide the relevant concepts and summarize the connection in the next subsection.

**Transfer homomorphisms and Zero-sum sequences.** Let $G$ be an additively written abelian group, $G_0 \subset G$ a subset, and let $\mathcal{F}(G_0)$ be the free abelian monoid with basis $G_0$. According to the tradition of combinatorial number theory, the elements of $\mathcal{F}(G_0)$ are called sequences over $G_0$. If $S = g_1 \cdot \cdots \cdot g_l$, where $l \in \mathbb{N}_0$ and $g_1, \ldots, g_l \in G_0$, then $\sigma(S) = g_1 + \cdots + g_l$ is called the sum of $S$, and the monoid

$$B(G_0) = \{ S \in \mathcal{F}(G_0) \mid \sigma(S) = 0 \} \subset \mathcal{F}(G_0)$$

is called the **monoid of zero-sum sequences** over $G_0$ (or the block monoid over $G_0$). Since the embedding $B(G_0) \hookrightarrow \mathcal{F}(G_0)$ is a divisor homomorphism, Property (b) shows that $B(G_0)$ is a Krull monoid. The monoid $B(G)$ is factorial if and only if $|G| \leq 2$. If $|G| \geq 3$, then $B(G)$ is a Krull monoid with class group isomorphic to $G$ and every class contains precisely one prime divisor.

For every arithmetical invariant $\ast(H)$ defined for a monoid $H$, it is usual to write $\ast(G)$ instead of $\ast(B(G))$ (although this is an abuse of language, but there will be no danger of confusion). In particular, we set $A(G) = A(B(G))$, $\mathcal{L}(G) = \mathcal{L}(B(G))$, $U_k(G) = U_k(B(G))$, $\rho_k(G) = \rho_k(B(G))$, and $\lambda_k(G) = \lambda_k(B(G))$.

The next two propositions reveal the universal role of monoids of zero-sum sequences.

**Proposition 2.1.** Let $H$ be a Krull monoid with class group $G$ such that every class contains a prime divisor. Then there is a transfer homomorphism $\beta: H \to B(G)$. In particular, for every $k \in \mathbb{N}$, we have

$$U_k(H) = U_k(G), \quad \lambda_k(H) = \lambda_k(G), \quad \text{and} \quad \rho_k(H) = \rho_k(G).$$

**Proof.** See [23, Theorem 3.4.10].

Whereas the proof of the above result is quite straightforward, there are recent deep results showing that there are non-Krull monoids (even non-commutative rings) which allow transfer homomorphisms to monoids of zero-sum sequences. The proof of part 1 can be found in [41, Theorem 1.1] (see [4] for related results of this flavor) and part 2 in [24, Theorem 5.8].

**Proposition 2.2.**

1. Let $O$ be a holomorphy ring in a global field $K$, $A$ a central simple algebra over $K$, and $H$ a classical maximal $O$-order of $A$ such that every stably free left $R$-ideal is free. Then $U_k(H) = U_k(G)$ for every $k \in \mathbb{N}$, where $G$ is a ray class group of $O$ and hence finite abelian.

2. Let $H$ be a seminormal order in a holomorphy ring of a global field with principal order $\hat{H}$ such that the natural map $\chi(H) \to \chi(H)$ is bijective and there is an isomorphism $\Phi: C_v(H) \to C_v(\hat{H})$ between the $v$-class groups. Then $U_k(H) = U_k(G)$ for every $k \in \mathbb{N}$, where $G = C_v(\hat{H})$ is finite abelian.
We need some more notation for sequences over abelian groups (it is consistent with [23, 26, 30]). As before, we fix an additive abelian group $G$ and a subset $G_0 \subset G$. Let

$$S = g_1 \cdot \ldots \cdot g_l = \prod_{g \in G_0} g^{v_g(S)} \in F(G_0),$$

be a sequence over $G_0$ (whenever we write a sequence in this way, we tacitly assume that $l \in \mathbb{N}_0$ and $g_1, \ldots, g_l \in G_0$). We set $-S = (-g_1) \cdot \ldots \cdot (-g_l)$ and $v_{G_1}(S) = \sum_{g \in G_1} v_g(S)$ for a subset $G_1 \subset G_0$. We call $v_g(S)$ the multiplicity of $g$ in $S$,

$$|S| = l = \sum_{g \in G} v_g(S) \in \mathbb{N}_0$$

the length of $S$, $\text{supp}(S) = \{g \in G \mid v_g(S) > 0\} \subset G$ the support of $S$, $\sigma(S) = \sum_{i=1}^{l} g_i$ the sum of $S$, and $\Sigma(S) = \left\{\sum_{i \in I} g_i \mid \emptyset \neq I \subset [1, l]\right\}$ the set of subsums of $S$.

For a sequence $T \in F(G_0)$, we write $\gcd(S, T) \in F(G_0)$ for the maximal length subsequence dividing $S$ and $T$. We write $T \parallel S$ to indicate that $T$ is a subsequence of $S$, in which case $ST^{-1} = T^{-1}S$ denotes the subsequence obtained from $S$ by removing the terms from $T$. The sequence $S$ is said to be

- zero-sum free if $0 \notin \Sigma(S)$,
- a zero-sum sequence if $\sigma(S) = 0$,
- a minimal zero-sum sequence if it is a nontrivial zero-sum sequence and every proper subsequence is zero-sum free.

Clearly, the minimal zero-sum sequences are precisely the atoms of the monoid $B(G_0)$, and they play a central role in our investigations. Now suppose that $G$ is finite. For $n \in \mathbb{N}$, let $C_n$ denote a cyclic group with $n$ elements. If $|G| > 1$, then we have

$$G \cong C_{n_1} \oplus \ldots \oplus C_{n_r},$$

and we set $d^*(G) = \sum_{i=1}^{r} (n_i - 1)$ and $D^*(G) = d^*(G) + 1,$

where $r = r(G) \in \mathbb{N}$ is the rank of $G$, $n_1, \ldots, n_r \in \mathbb{N}$ are integers with $1 < n_1 \mid \ldots \mid n_r$ and $n_r = \exp(G)$ is the exponent of $G$. If $|G| = 1$, then $r(G) = 0$, $\exp(G) = 1$, and $d^*(G) = 0$. The Davenport constant $D(G)$ of $G$ is the maximal length of a minimal zero-sum sequence over $G$, thus

$$D(G) = \max\{|U| \mid U \in \mathcal{A}(G)\} \in \mathbb{N}.$$ (note that $\mathcal{A}(G)$ is finite). In other words, $D(G)$ is the smallest integer $\ell$ such that every sequence $S$ over $G$ has a nontrivial zero-sum subsequence. We denote by $d(G)$ the maximal length of a zero-sum free sequence, and clearly we have $1 + d(G) = D(G)$. The next proposition gathers some facts on the Davenport constant which we will use without further mention. A proof can be found in [23, Chapter 5].

**Proposition 2.3.** Let $G$ be a finite abelian group.
1. $D^*(G) \leq D(G) \leq |G|$.
2. If $G$ is a $p$-group or $r(G) \leq 2$, then $D^*(G) = D(G)$.
3. $D(G) = 1$ if and only if $|G| = 1$, $D(G) = 2$ if and only if $|G| = 2$, and $D(G) = 3$ if and only if $G$ is cyclic of order $|G| = 3$ or isomorphic to $C_2 \oplus C_2$.

Note that 1. is elementary and that 3. is a simple consequence of 1. and 2. There are more groups $G$ with $D^*(G) = D(G)$ (beyond the ones listed in 2.), but we do not have equality in general ([25, 40]).

The next proposition gathers the state of the art on unions of sets of lengths.

**Proposition 2.4.** Let $H$ be a Krull monoid with class group $G$ such that every class contains a prime divisor.
1. If $|G| \leq 2$, then $U_k(H) = \{k\}$ for all $k \in \mathbb{N}$. 
2. If $2 < |G| < \infty$, then, for all $k \in \mathbb{N}$, we have $U_k(H) = [\lambda_k(G), \rho_k(G)]$ and

$$\lambda_{kD(G)+j}(H) = \begin{cases} 2k & \text{for } j = 0 \\ 2k + 1 & \text{for } j \in [1, \rho_{2k+1}(G) - kD(G)] \\ 2k + 2 & \text{for } j \in [\rho_{2k+1}(G) - kD(G) + 1, D(G) - 1] \end{cases},$$

provided that $kD(G) + j \geq 1$.

3. If $G$ is infinite, then $U_k(H) = \mathbb{N}_{\geq 2}$ for all $k \geq 2$.

Proof. 1. is classical, for 2. see [18, Theorem 4.1] and [22, Section 3.1], and 3. follows from [23, Theorem 7.4.1]. \hfill \Box

Let $H$ be a Krull monoid with class group $G$ such that every class contains a prime divisor, or any of the monoids in Proposition 2.2. Then Propositions 2.1, 2.2, and 2.4 show that, for a complete description of the sets $U_k(H)$ of $H$, it remains to study the invariants $\rho_k(G)$ of an associated monoid of zero-sum sequences. We proceed with this goal in mind.

3. The extremal cases in the crucial inequality

We start with a simple and well-known lemma. For convenience, we provide its short proof.

Lemma 3.1. Let $G$ be a finite abelian group with $|G| \geq 3$, and let $k, l \in \mathbb{N}$.

1. $k + l \leq \rho_k(G) + \rho_l(G) \leq \rho_{k+l}(G)$.

2. $\rho_{2k}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$.

In particular, if $D(G) = 3$, then $\rho_{2k+1}(G) = kD(G) + 1$.

3. If $\rho_{2k+1}(G) \geq m$ for some $m \in \mathbb{N}$ and $l \geq k$, then $\rho_{2l+1}(G) \geq m + (l - k)D(G)$.

Proof. 1. By definition, we have $\rho_m(G) \geq m$ for each $m \in \mathbb{N}$ and hence $k + l \leq \rho_k(G) + \rho_l(G)$. Since $U_k(G) + U_l(G) \subset U_{k+l}(G)$, it follows that $\rho_k(G) + \rho_l(G) = \text{sup}U_k(G) + \text{sup}U_l(G) \leq \text{sup}U_{k+l}(G) = \rho_{k+l}(G)$.

2. A simple counting argument shows that $\rho_k(G) \leq kD(G)/2$; furthermore, if $U = g_1 \cdots g_{D(G)} \in A(G)$, then $(-U)^kU^k = \prod_{i=1}^{D(G)} (-g_i)^k g_i^k$ whence $kD(G) \leq \rho_{2k}(G)$ and thus $\rho_{2k}(G) = kD(G)$ (details can be found in [22, Theorem 2.3.1]). Using this and 1., we infer that

$$1 + kD(G) = \rho_1(G) + \rho_k(G) \leq \rho_{2k+1}(G) \leq \frac{(2k+1)D(G)}{2}.$$

Clearly, $D(G) = 3$ implies that equality holds in both inequalities above.

3. By 1. and 2., it follows that $\rho_{2l+1}(G) \geq \rho_{2k+1}(G) + \rho_{2(l-k)}(G) \geq m + (l - k)D(G)$.

Our starting point is the crucial inequality (1). We conjecture that cyclic groups are the only groups where equality holds on the left hand side, whereas, for all noncyclic groups, there is a $k^* \in \mathbb{N}$ such that equality holds on the right hand side for all $k \geq k^*$. We are going to outline this in greater detail (see Conjecture 3.3 and Corollary 3.4).

Proposition 3.2. Let $G$ be a finite abelian group with $D(G) \geq 4$. 


1. If there exist \( U \in \mathcal{A}(G) \) and \( S_1, S_2 \in \mathcal{F}(G) \) such that
\[
U = S_1 S_2, \quad |U| = D(G) \quad \text{and} \quad \Sigma(S_1) \cup \Sigma(-S_2) \neq G \setminus \{0\},
\]
then \( \rho_3(G) > D(G) + 1 \).

2. If \( G \) is cyclic, then the property in 1. does not hold and \( \rho_{2k+1}(G) = kD(G) + 1 \) for each \( k \in \mathbb{N} \).

3. The following conditions are equivalent.
   (a) There is a \( k^* \in \mathbb{N} \) such that \( \rho_{2k^*+1}(G) = k^*D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor \).
   (b) There is a \( k^* \in \mathbb{N} \) such that
   \[
   \rho_{2k+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor \quad \text{for every} \quad k \geq k^*.
   \]

Proof. 1. Let \( S_1, S_2, \) and \( U \) have the above property. Then we choose an element
\[
g \in G \setminus (\Sigma(S_1) \cup \Sigma(-S_2) \cup \{0\}).
\]
Since \( g \notin \Sigma(S_1) \), the sequence \((-S_1)g\) is zero-sum free and \( U_2 = (-S_1)g(\sigma(S_1) - g) \in \mathcal{A}(G) \). Similarly, it follows that \( U_3 = (-S_2)(-g(\sigma(S_2) + g) \in \mathcal{A}(G) \). Since \(-\sigma(S_1) - g = \sigma(S_2) + g\), the product \( U_2U_3 \) has a factorization into \(|S_1| + |S_2| + 2 = D(G) + 2\) atoms of length 2.

2. Suppose that \( G \) is cyclic of order \( |G| = n \). Then [20, Theorem 5.3] implies that \( \rho_{2k+1}(G) = kD(G) + 1 \) for each \( k \in \mathbb{N} \) (see [22, Theorem 5.3.1] for a slightly modified proof). Clearly, every \( U \in \mathcal{A}(G) \) of length \( |U| = |G| \) has the form \( U = g^n \) for some \( g \in G \) with \( \text{ord}(g) = n \). Thus there are no \( S_1 \) and \( S_2 \) with the given properties.

3. (a) \( \Rightarrow \) (b) If \( l \in \mathbb{N} \), then Lemma 3.1 implies that
\[
(k^* + l)D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor \geq \rho_{2(k^*+l)+1}(G) \geq \rho_{2k^*+1}(G) + \rho_{2l}(G) = (k^*D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor) + lD(G) = (k^* + l)D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor.
\]

(b) \( \Rightarrow \) (a) This is obvious. \( \square \)

**Conjecture 3.3.** Let \( G \) be a noncyclic finite abelian group with \( D(G) \geq 4 \). Then the following two conditions hold:

**C1.** There exist \( U \in \mathcal{A}(G) \) and \( S_1, S_2 \in \mathcal{F}(G) \) such that
\[
U = S_1 S_2, \quad |U| = D(G), \quad \text{and} \quad \Sigma(S_1) \cup \Sigma(-S_2) \neq G \setminus \{0\}.
\]

**C2.** There exists some \( k^* \in \mathbb{N} \) such that
\[
\rho_{2k^*+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor \quad \text{for each} \quad k \geq k^*.
\]

In Proposition 3.5, we show that Conjecture C1 holds for groups \( G \) with \( D(G) = D^*(G) \). All results of the present paper support Conjecture C2. In particular, Theorem 4.1 provides groups satisfying C2 with \( k^* = 1 \), and Theorem 5.1 shows that C2 need not hold with \( k^* = 1 \).

We start with some consequences of the above conjecture. The Characterization Problem is a central topic in factorization theory for Krull monoids (we refer to [23, Sections 7.1 - 7.3] for general information, and to [38, 37, 7, 27] for recent progress). The Characterization Problem studies the question whether or not the system of sets of lengths of a Krull monoid, which has a prime divisor in every class, determines the class group. Thus, if \( G \) and \( G' \) are two finite abelian groups with \( D(G) \geq 4 \) such that \( L(G) = L(G') \), does it follow that \( G \) and \( G' \) are isomorphic? The answer is affirmative (among others) for groups of
rank at most two, and there are no counter examples so far. Corollary 3.4 offers a simple proof in case of cyclic groups which relies only on the \( \rho_k(-) \)-invariants.

**Corollary 3.4.** Suppose that Conjecture C1 holds.

1. Let \( H \) be a Krull monoid with finite class group \( G \) such that every class contains a prime divisor and suppose that \( D(G) \geq 4 \). Then the following statements are equivalent:
   (a) \( G \) is cyclic.
   (b) \( \rho_{2k+1}(H) = kD(G) + 1 \) for every \( k \in \mathbb{N} \).
   (c) \( \rho_3(H) = D(G) + 1 \).

2. Let \( G \) be cyclic with \( D(G) \geq 4 \). If \( G' \) is a finite abelian group with \( L(G) = L(G') \), then \( G \cong G' \).

**Proof.** 1. By Proposition 2.1, it suffices to consider \( \rho_k(G) \) for all \( k \in \mathbb{N} \). The implication (a) \( \Rightarrow \) (b) follows from Proposition 3.2.2, and (b) \( \Rightarrow \) (c) is obvious.
   (c) \( \Rightarrow \) (a) If \( G \) would be noncyclic, then C1 and Proposition 3.2.1 would imply that \( \rho_3(G) > D(G) + 1 \).

2. Suppose that \( L(G) = L(G') \). Then
   \[
   D(G) = \rho_2(G) = \rho_2(G') = D(G') \quad \text{and} \quad D(G') + 1 = D(G) + 1 = \rho_3(G) = \rho_3(G').
   \]
   Thus 1. implies that \( G' \) is cyclic, and since \( |G| = D(G) = D(G') = |G'| \), \( G \) and \( G' \) are isomorphic. \( \square \)

For Conjecture C1 and for Corollary 3.4, the assumption \( D(G) \geq 4 \) is crucial. By Proposition 2.3, the groups \( C_3 \) and \( C_2 \oplus C_2 \) are the only groups (up to isomorphism) whose Davenport constant is equal to three. The group \( C_2 \oplus C_2 \) does not satisfy C1, \( \rho_2(C_2 \oplus C_2) = 4 \) (in contrast to Corollary 3.4.1), and \( L(C_3) = L(C_2 \oplus C_2) \) (see [23, Theorem 7.3.2]).

The only groups \( G \) with \( D(G) > D^*(G) \), for which the precise value of \( D(G) \) is known, are groups of the form \( C_2^2 \oplus C_{2n} \). We verify Conjecture C1 for them too.

**Proposition 3.5.** Let \( G \) be a noncyclic finite abelian group with \( D(G) \geq 4 \).

1. Let \( G = C_{n_1} \oplus \ldots \oplus C_{n_r} \), where \( 1 < n_1 \mid \ldots \mid n_r \) and suppose that there is some \( s \in [1, r - 1] \) such that \( n_s < n_{s+1} = \ldots = n_r \). Then \( \rho_3(G) \geq D^*(G) + n_s \).

2. If \( D(G) = D^*(G) \), then Conjecture C1 holds.

3. If \( G = C_2^2 \oplus C_{2n} \) with \( n \geq 70 \), then Conjecture C1 holds.

**Proof.** Let \( \{e_1, \ldots, e_r\} \) be a basis of \( G \) with \( \operatorname{ord}(e_i) = n_i \) for \( i \in [1, r] \) and \( n_1 \mid \ldots \mid n_r \). Set \( e_0 = e_1 + \ldots + e_{r-1} \).

1. Let
   \[
   U_1 = e_1^{n_1-1} \cdot \ldots \cdot e_r^{n_r-1}(e_0 + e_r),
   \]
   \[
   U_2 = (-e_1)^{n_1-1} \cdot \ldots \cdot (-e_{s-1})^{n_{s-1}-1}(-e_s + e_r)^{n_s-1}(-e_{s+1})^{n_{s+1}-1} \cdot \ldots \cdot (-e_r)^{n_r-1}(-e_0 - n_se_r),
   \]
   \[
   U_3 = (-e_s)^{n_s-1}(e_s - e_r)^{n_s-1}(-e_0 - e_r)(e_0 + n_se_r).
   \]
   Then the \( U_i \) are each atoms, and clearly \( U_1 U_2 U_3 \) is a product of
   \[
   \frac{1}{2}|U_1 U_2 U_3| = \frac{1}{2}(2D^*(G) + 2n_s) = D^*(G) + n_s
   \]
   atoms of length 2. The assertion follows.

2. We consider the sequence
   \[
   U = e_1^{n_1-1} \cdot \ldots \cdot e_r^{n_r-1}e_0,
   \]
   and distinguish two cases.
   First, suppose that \( n_r > 2 \). We set \( S_1 = e_r^{n_r-1} \) and \( S_2 = S_1^{-1}U \). Then \( -e_1 - \ldots - e_{r-1} + e_r \notin \Sigma(S_1) \) and \( e_1 + \ldots + e_{r-1} - e_r \notin \Sigma(S_2) \) because \( -e_r \notin e_r \).
Second, suppose that \( n_r = 2 \). Then \( G \) is an elementary 2-group and \( r \geq 3 \) (as \( d(G) \geq 3 \)). We set \( S_1 = e_1e_2 \) and \( S_2 = e_3 \cdots e_r e_0 \). Then \( e_2 + e_3 \notin \Sigma(S_1) \cup \Sigma(-S_2) \).

3. Suppose that \( \text{ord}(e_1) = \ldots = \text{ord}(e_4) = 2 \) and \( \text{ord}(e_5) = 2n \) with \( n \geq 70 \). If \( n \) is even, then \( D(G) = D^*(G) \) by [15, Theorem 5.8], and the assertion follows from 2. Suppose that \( n \) is odd. Then \( D(G) = D^*(G) + 1 \) by [15, Theorem 5.8]. By [28, Theorem 4], the sequence

\[
U = (e_1 + e_5)(e_2 + e_5)(e_3 + e_5)(e_4 + e_5)(e_0 - e_1)(e_0 - e_2)(e_0 - e_3)(e_0 - e_4 + e_5)^{2n-3}(-e_5)
\]

is a minimal zero-sum sequence of length \(|U| = D(G)\). We set

\[
S_1 = (e_0 - e_4 + e_5)^{2n-3}(-e_5) \quad \text{and} \quad S_2 = S_1^{-1}U.
\]

Then the element \( e_1 + e_2 + e_3 - 2e_5 \notin \Sigma(S_1) \), and we assert that its inverse—namely \( e_1 + e_2 + e_3 + 2e_5 = e_0 - e_4 + e_5 \)—does not lie in \( \Sigma(S_2) \). If there would be a subsequence \( T \) of \( S_2 \) with \( \sigma(T) = e_1 + e_2 + e_3 + 2e_5 \), then we would have \(|T| = 2 \). But none of the subsequences of \( S_2 \) of length two has sum \( e_1 + e_2 + e_3 + 2e_5 \), a contradiction. \( \square \)

4. Inductive Bounds

It is the aim of this section to prove the following result which confirms Conjecture \( C_2 \) (with \( k^* = 1 \)) for the groups \( G \) having the form below and satisfying \( D(G) = D^*(G) \).

**Theorem 4.1.** Let \( H \) be a Krull monoid with finite class group \( G \) such that every class contains a prime divisor. Suppose that \( G = C_{n_1}^1 \oplus \cdots \oplus C_{n_r}^r \), where \( 1 < n_1 | \ldots | n_r \) and \( s_i \geq 2 \) for all \( i \in [1, r] \). Then

\[
\rho_{2k+1}(H) \geq D^*(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor + (k - 1)D(G) \quad \text{for every} \quad k \geq 1.
\]

In particular, if \( D(G) = D^*(G) \), then \( \rho_{2k+1}(H) = kD(G) + \left\lceil \frac{D(G)}{2} \right\rceil \) for every \( k \geq 1 \).

Theorem 4.1 has the following straightforward consequences. Let \( n \geq 2 \). It is known that \( D(C_n^r) = D^*(C_n^r) \) for \( r \in [1, 2] \) and if \( D(C_n^s) = D^*(C_n^s) \) holds for some \( r \geq 3 \), then \( D(C_n^s) = D^*(C_n^s) \) for all \( s \in [1, r] \). The standing conjecture is that \( D(C_n^s) = D^*(C_n^s) \) for all \( r \in \mathbb{N} \).

**Corollary 4.2.** Let \( G = C_n^r \), where \( n \geq 2 \) and \( r \geq 1 \), and suppose that \( D(G) = D^*(G) \). Then, for every \( k \geq 1 \), we have

\[
\rho_{2k+1}(G) = \begin{cases} 
 kD(G) + 1 & r = 1 \\
 kD(G) + \left\lceil \frac{D(G)}{2} \right\rceil & r \geq 2.
\end{cases}
\]

**Proof.** For \( r = 1 \), this follows from Proposition 3.2.2. For \( r \geq 2 \), it follows from Theorem 4.1. \( \square \)

**Corollary 4.3.** Let \( G = C_{q_1}^{s_1} \oplus \cdots \oplus C_{q_r}^{s_r} \) be a p-group where \( q_1, \ldots, q_r \) are powers of a fixed prime and \( s_1, \ldots, s_r \in \mathbb{N}_{\geq 2} \). Then

\[
\rho_{2k+1}(G) = kD(G) + \left\lceil \frac{D(G)}{2} \right\rceil \quad \text{for every} \quad k \geq 1.
\]

**Proof.** Since \( G \) is a p-group, we have \( D(G) = D^*(G) \) by Proposition 2.3, and hence the assertion follows from Theorem 4.1. \( \square \)
We start with the preparations for the proof of Theorem 4.1. Let \( G \) be a finite abelian group. The inequality \( \rho_3(G) \geq \omega \) means there are \( U_1, U_2, U_3, W_1, \ldots, W_\rho \in \mathcal{A}(G) \) with

\[
U_1U_2U_3 = W_1 \cdot \ldots \cdot W_\rho \quad \text{and} \quad \rho \geq \omega.
\]

For each \( W_i \), where \( i \in [1, \rho] \), we may write \( W_i = T_{i,1}T_{i,2}T_{i,3} \) with the \( T_{i,j} \) subsequences such that \( \prod_{j=1}^3 T_{i,j} = U_j \) for each \( j \in [1, 3] \). There may be multiple ways to do so. If there is a way to do so with \( |T_{i,j}| \leq 1 \) for all \( i \) and \( j \), then we say that the factorization (2) is weakly reduced. Let \( W'_i \) be the sequence obtained from \( W_i = T_{i,1}T_{i,2}T_{i,3} \) by replacing each nonempty \( T_{i,j} \) with the sum of its terms. Likewise, let \( U'_j \) be the sequence obtained from \( U_j = \prod_{i=1}^\rho T_{i,j} \) by replacing each nonempty \( T_{i,j} \) with the sum of its terms. The sequence \( X = \prod_{i=1}^\rho |W'_i| \in \mathcal{F}(\mathbb{Z}) \) is called a spread for the factorization (2), and it depends on the \( T_{i,j} \) (so a given factorization (2) may have multiple spreads). It is readily seen that if \( U \in \mathcal{A}(G) \) is an atom and \( T \) is nontrivial, then the sequence \( UT^{-1}\sigma(T) \), obtained by replacing the terms from \( T \) with their sum, is also an atom. Hence the \( W'_i \) and \( U'_j \) are atoms with \( U'_1U'_2U'_3 = W'_1 \cdot \ldots \cdot W'_\rho \) a weakly reduced factorization having \( |W'_i| \leq 3 \) for all \( i \). Thus, when \( \rho_3(G) \geq \omega \), we may always assume our factorization (2) is weakly reduced. We say that \( \rho_3(G) \geq \omega \) with spread \( X \in \mathcal{F}([1,2,3]) \) if there exists a factorization (2) having spread \( X \), in which case, per the argument above, we may also assume there is a weakly reduced factorization having spread \( X \).

If \( 1 \in \text{supp}(X) \), then some \( W_i \), say \( W_1 \), has \( W_1 = T_{1,j} \) for some \( j \), implying that the zero-sum sequence \( W_1 = T_{1,j} \) is a subsequence of \( U_j \). As \( U_j \) is an atom, this is only possible if \( W_1 = T_{1,j} = U_j \), which forces all other \( T_{i,j} \) with \( i \neq 1 \) to be empty in view of \( \prod_{i=1}^\rho T_{i,j} = U_j \). In particular, \( |W'_i| \leq 2 \) for all \( i \) when \( 1 \in \text{supp}(X) \), meaning we cannot have both \( 1, 3 \in \text{supp}(X) \). From this, we see that we have three mutually exclusive possibilities for a spread \( X \):

\[
1 \in \text{supp}(X) \quad \text{or} \quad \text{supp}(X) = \{2\} \quad \text{or} \quad 3 \in \text{supp}(X).
\]

Note there is a spread \( X \) with \( 1 \in \text{supp}(X) \) precisely when \( W_s = U_t \) for some \( s \in [1, \rho] \) and \( t \in [1, 3] \). If \( 0 \notin \text{supp}(U_1U_2U_3) \), then \( 1 \) will be a term in any spread \( X \). If \( \text{supp}(X) = \{2\} \) and (2) is weakly reduced, so that \( |W_i| = 2 \) for all \( i \), then \( U_1 \) must have a subsequence \( xy \cup U_1 \) with \( x \in \text{supp}(U_2) \) and \( y \in \text{supp}(U_3) \), with similar statements holding for \( U_2 \) and \( U_3 \). When \( 3 \in \text{supp}(X) \), we refer to a \( W_i \) with \( |W'_i| = 3 \) as a traversal for the factorization (2).

**Lemma 4.4.** Let \( G = G_1 \oplus G_2 \) be a finite abelian group where \( G_1, G_2 \subset G \) are nontrivial subgroups with \( D(G_1) \leq D(G_2) \). Then \( \rho_3(G) \geq 2D(G_1) + D(G_2) − 2 \) with spread \( X \in \mathcal{F}([2,3]) \) having \( v_3(X) = 1 \).

**Proof.** Let

\[
V = v_0 \cdot \ldots \cdot v_{d(G_1)} \in \mathcal{A}(G_1) \quad \text{and} \quad W = w_0 \cdot \ldots \cdot w_{d(G_2)} \in \mathcal{A}(G_2)
\]

be atoms with maximal lengths \( |V| = d(G_1) + 1 = D(G_1) \) and \( |W| = d(G_2) + 1 = D(G_2) \). Since \( G_1 \) and \( G_2 \) are nontrivial, \( 0 \notin \text{supp}(VW) \). Let \( V' = v_1 \cdot \ldots \cdot v_{d(G_1)} \) and \( W' = w_1 \cdot \ldots \cdot w_{d(G_2)} \) and define

\[
U_1 = (v_0 + w_0)V'W' \prod_{i=d(G_1)+1}^{d(G_2)} w_i = (Vv_0^{-1})(Ww_0^{-1})(v_0 + w_0),
\]

\[
U_2 = (-w_0)(-V') \prod_{i=1}^{d(G_1)} (v_i - w_i) \prod_{i=d(G_1)+1}^{d(G_2)} (-w_i), \quad \text{and}
\]

\[
U_3 = (-v_0)(-W') \prod_{i=1}^{d(G_1)} (w_i - v_i).
\]

It is easily seen that \( U_1, U_2, U_3 \in \mathcal{A}(G) \) are atoms with \( (U_2(v_0 + w_0)^{-1})(U_2(-w_0)^{-1})(U_3(-v_0)^{-1}) \) having a factorization into atoms of length 2, evidencing that \( \rho_3(G) \geq 1 + \frac{2d(G_1) + 2d(G_2)}{2} = 2D(G_1) + D(G_2) − 2 \) with \( (v_0 + w_0)(-v_0)(-w_0) \) the unique traversal. \( \square \)
Lemma 4.5. Let $G = G_1 \oplus G_2$ be a finite abelian group where $G_1, G_2 \subseteq G$ are nontrivial subgroups such that $\rho_3(G_1) \geq \omega_1$ and $\rho_3(G_2) \geq \omega_2$ both hold with respective spreads $X, Y \in \mathcal{F}(\{2, 3\})$.

1. If $v_3(X) + v_3(Y) \geq 1$, then $\rho_3(G) \geq \omega_1 + \omega_2 - 1$ holds with spread $Z \in \mathcal{F}(\{2, 3\})$ having $v_3(Z) = v_3(X) + v_3(Y) - 1$.

2. If supp$(X) = \text{supp}(Y) = \{2\}$, then $\rho_3(G) \geq \omega_1 + \omega_2 - 2$ holds with spread $Z \in \mathcal{F}(\{2, 3\})$ having $v_3(Z) = 1$.

Proof. For $i \in \{1, 2\}$, let $\pi_i : G = G_1 \oplus G_2 \rightarrow G_i$ denote the canonical projection.

1. First suppose $v_3(X) = r \geq 1$ and $v_3(Y) = s \geq 1$. Let $V_1, V_2, V_3 \in A(G_1)$ and $W_1, W_2, W_3 \in A(G_2)$ be atoms having weakly reduced factorizations

$$V_1 V_2 V_3 = X_1 \cdots X_{\rho_1} \quad \text{and} \quad W_1 W_2 W_3 = Y_1 \cdots Y_{\rho_2}$$

with the $X_i \in A(G_1)$, the $Y_i \in A(G_2)$, $\rho_i \geq \omega_i$ for $i \in \{1, 2\}$, and $X_i$ and $Y_j$ traversals in their respective factorizations for $i \in \{1, r\}$ and $j \in \{1, s\}$. In particular, $|X_i| = |Y_j| = 2$ for $i \geq r + 1$ and $j \geq s + 1$.

Let $V_i = V_i a_i$ and $W_i = W_i b_i$ for $i \in \{1, 3\}$. Now we define

$$U_1 = V_1 W_1'(a_1 + b_1) = (V_1 a_1^{-1})(W_1 b_1^{-1})(a_1 + b_1),$$
$$U_2 = V_2' W_2'(a_2 + b_2) = (V_2 a_2^{-1})(W_2 b_2^{-1})(a_2 + b_2) \quad \text{and}$$
$$U_3 = V_3' W_3'(a_3 + b_3) = (V_3 a_3^{-1})(W_3 b_3^{-1})(a_3 + b_3).$$

It is easily observed that the $U_i$ are atoms. Moreover, $V_1 V_2 V_3 = (V_1 V_2 V_3) X_1^{-1} = X_2 \cdots X_{\rho_1}$ and $W_1 W_2 W_3 = (W_1 W_2 W_3) Y_1^{-1} = Y_2 \cdots Y_{\rho_2}$. Thus $U_1 U_2 U_3 = X_2 \cdots X_{\rho_1} Y_2 \cdots Y_{\rho_2} W$ with $W = (a_1 + b_1)(a_2 + b_2)(a_3 + b_3)$ a traversal in view of $a_1 + a_2 + a_3 + b_1 + b_2 + b_3 = \sigma(X_1) + \sigma(Y_1) = 0$. Moreover, $X_2, \ldots, X_3, Y_2, \ldots, Y_3$ also remain traversals in this factorization, while no $X_i$ nor $Y_j$ with $i \geq r + 1$ or $j \geq s + 1$ can be a traversal in view of $|X_i| = |Y_j| = 2$. Thus $\rho_3(G) \geq \rho_1 + \rho_2 - 1 \geq \omega_1 + \omega_2 - 1$ holds with spread $Z$ having $v_3(Z) = v_3(X) + v_3(Y) - 1 > 0$, ensuring $Z \in \mathcal{F}(\{2, 3\})$ (noted before Lemma 4.4).

Next suppose that either $v_3(X) > 0 = v_3(Y)$ or $v_3(Y) > 0 = v_3(X)$, say w.l.o.g. the former, so $v_3(X) = r > 0$ and supp$(Y) = \{2\}$, the latter in view of $Y \in \mathcal{F}(\{2, 3\})$. Let $V_1, V_2, V_3 \in A(G_1)$ and $W_1, W_2, W_3 \in A(G_2)$ be atoms having weakly reduced factorizations

$$V_1 V_2 V_3 = X_1 \cdots X_{\rho_1} \quad \text{and} \quad W_1 W_2 W_3 = Y_1 \cdots Y_{\rho_2}$$

with the $X_i \in A(G_1)$, the $Y_i \in A(G_2)$, $\rho_i \geq \omega_i$ for $i \in \{1, 2\}$, the $X_i$ with $i \in \{1, r\}$ traversals in their factorization, and $|X_i| = 2$ and $|X_j| = 2$ for all $i \in \{1, \rho_2\}$ and $j \geq r + 1$. In particular, $X_1 = a_1 a_2 a_3$ with $a_i \in \text{supp}(V_i)$ for $i \in \{1, 3\}$. Since $1 \notin \text{supp}(XY)$, we have $0 \notin \text{supp}(V_1 V_2 V_3 W_1 W_2 W_3)$ implying $|V_i|, |W_i| \geq 2$ for all $i \in \{1, 3\}$. Also, as discussed before Lemma 4.4, there must be a length two subsequence $xy | W_1$ with $-x | W_2$ and $-y | W_3$. Now we define

$$U_1 = (V_1 a_1^{-1})(W_1 x^{-1} y^{-1})(x - a_2)(y + a_1 + a_2),$$
$$U_2 = (V_2 a_2^{-1})(W_2(-x^{-1}))(a_2 - x) \quad \text{and}$$
$$U_3 = (V_3 a_3^{-1})(W_3(-y^{-1}))(a_3 - y).$$

Obviously, we have $U_2, U_3 \in A(G)$ and $U_1 \in B(G)$. Letting $S = U_1(y + a_1 + a_2)^{-1}$ and considering $\pi_2(S)$ and $\pi_1(S)$ shows that $S$ is zero-sum free, implying that $U_1 \in A(G)$. Since $a_1 + a_2 + a_3 = \sigma(X_1) = 0$, we have $(y + a_1 + a_2) + (a_3 - y) = 0$. Thus, since $(V_1 a_1^{-1})(V_2 a_2^{-1})(V_3 a_3^{-1}) = (V_1 V_2 V_3) X_1^{-1} = X_2 \cdots X_{\rho_1}$ and since $W_1 W_2 W_3$ has a factorization into $\rho_2$ atoms of length 2, it is now clear that $U_1 U_2 U_3$ has a factorization using $(\rho_1 - 1) + (\rho_2 - 2) + 2 \geq \omega_1 + \omega_2 - 1$ atoms, say

$$U_1 U_2 U_3 = X_2 \cdots X_{\rho_1} Z_1 \cdots Z_{\rho_2}$$

(3)
with $|Z_i| = 2$ for all $i$. Hence $\rho_3(G) \geq \rho_1 + \rho_2 - 2 \geq \omega_1 + \omega_2 - 1$. Moreover, each $X_j$ with $i \in [2, r]$ remains a traversal for (3), while this cannot be the case for $X_j$ with $j \geq r + 1$ nor any $Z_i$ as $|X_j| = |Z_i| = 2$ for $j \geq s + 1$ and all $i$. Thus (3) has a spread $Z$ with

$$v_3(Z) = v_3(X) - 1 = v_3(X) + v_3(Y) - 1.$$  

If $v_3(X) \geq 2$, this shows $3 \in \text{supp}(Z)$, whence $Z \in \mathcal{F}([2,3])$ as discussed before Lemma 4.4. On the other hand, if $v_3(X) = 1$, then all atoms in the factorization (3) have length 2. Thus, since $|U_j| = |V_j| + |W_j| - 1 \geq 3$ for all $j \in [1,3]$, we see that none of these atoms of length two can equal some $U_j$, meaning $1 \notin \text{supp}(Z)$ for any spread $Z$ for (3), also explained above Lemma 4.4. In this case, $\text{supp}(Z) = \{2\}$, completing the proof of Part 1.

2. Suppose $\text{supp}(X) = \text{supp}(Y) = \{2\}$. Let $V_1, V_2, V_3 \in \mathcal{A}(G_1)$ be atoms such that $V_1V_2V_3$ has a weakly reduced factorization into $\rho_1 \geq \omega_1$ atoms of length 2 and let $W_1, W_2, W_3 \in \mathcal{A}(G_2)$ be atoms such that $W_1W_2W_3$ has a weakly reduced factorization into $\rho_2 \geq \omega_2$ atoms of length 2. As explained before Lemma 4.4, we may assume there is a length 2 subsequence $xy \mid W_1$ with $-x \mid W_2$ and $-y \mid W_3$ and a length 2 subsequence $ab \mid V_2$ with $-a \mid V_1$ and $-b \mid V_3$. Now we define

$$U_1 = (V_1(-a)\\n1)(W_1x^{-1}y^{-1})(x-a)(y),$$

$$U_2 = (V_2a^{-1}b^{-1})(W_2(-x)^{-1})(a-x)(b)$$

and

$$U_3 = (V_3(-b)^{-1})(W_3(-y)^{-1})(-b-y).$$

Obviously, we have $U_3 \in \mathcal{A}(G)$ and $U_1, U_2 \in \mathcal{B}(G)$. Letting $S = \mathcal{U}_3y^{-1}$ and considering $\pi_3(S)$ and $\pi_1(S)$ shows that $S$ is zero-sum free, implying that $U_1 \in \mathcal{A}(G)$. Likewise, letting $T = U_2b^{-1}$ and considering $\pi_1(T)$ and $\pi_2(T)$ shows that $T$ is zero-sum free, implying that $U_2 \in \mathcal{A}(G)$. Let $c_1 = y, c_2 = b$ and $c_3 = -b - y$. Since $V_1V_2V_3$ and $W_1W_2W_3$ both have factorizations into atoms of length 2, it is now clear that $(U_1c_1\omega_1)(U_2c_2\omega_2)(U_3c_3\omega_3)$ has a factorization into $(\rho_1 - 2) + (\rho_2 - 2) + 1 = \rho_1 + \rho_2 - 3$ atoms of length 2, which together with the unique traversal $c_1c_2c_3$ gives a factorization of $U_1U_2U_3$ into $\rho_1 + \rho_2 - 2$ atoms, showing that $\rho_3(G) \geq \rho_1 + \rho_2 - 2 \geq \omega_1 + \omega_2 - 2$ holds with spread $Z$ having $v_3(Z) = 1$, ensuring $Z \in \mathcal{F}([2,3])$ (noted before Lemma 4.4).

\begin{lemma}
Let $G = C_n^3$ with $n \geq 2$. Then $\rho_3(G) \geq \mathcal{D}^\ast(G) + \left\lfloor \frac{\mathcal{D}^\ast(G)}{2} \right\rfloor$ with spread $X \in \mathcal{F}([2,3])$. Moreover, $v_3(X) = 1$ if $\mathcal{D}^\ast(G)$ is odd and $\text{supp}(X) = \{2\}$ if $\mathcal{D}^\ast(G)$ is even.
\end{lemma}

\begin{proof}
Let $\{c_1, c_2, c_3\}$ be a basis of $G$ and for $i \in [1, 3]$, let $\pi_i : G = \langle c_i \rangle \oplus \langle c_2 \rangle \oplus \langle c_3 \rangle \rightarrow \langle c_i \rangle$ denote the canonical projection. Note that $\mathcal{D}^\ast(G) = 3n - 2 \equiv n \mod 2$. We handle two cases.

\textbf{CASE 1:} $n$ is odd.

Then $\mathcal{D}^\ast(G) = 3n - 2 \geq 7$ is odd. We define

$$U_1 = e_1^{-1}e_2^{-1}(c_1 + e_2 + e_3)n^{-1}c_1 \quad \text{with} \quad c_1 = 2c_1 + 2e_2 + e_3,$$

$$U_2 = (-e_1)^{-1}c_1^{-1}(-e_1 - e_2 - e_3)^{-2}(e_1 - e_2)^{-2}e_2 \quad \text{with} \quad c_2 = -e_1 - e_2 + \frac{n+1}{2}e_3$$

and

$$U_3 = (-e_3)^{-1}(-e_2)^{-1}(-e_1 - e_2 - e_3)^{-2}(e_1 + e_2)^{-2}c_3 \quad \text{with} \quad c_3 = -e_1 - e_2 + \frac{n-3}{2}e_3.$$  

Clearly, $U_i \in \mathcal{B}(G)$ for $i \in [1, 3]$. Considering $\pi_3(U_1c_1\omega_1), \pi_2(U_2c_2\omega_2)$ and $\pi_3(U_3c_3\omega_3)$, we infer that the sequences $U_i\omega_i$ are zero-sum free for every $i \in [1, 3]$. Therefore, we have $U_1U_2U_3 \in \mathcal{A}(G)$, and it is now easily seen that $(U_1c_1\omega_1)(U_2c_2\omega_2)(U_3c_3\omega_3)$ has a factorization into atoms of length 2, which together with the unique traversal $c_1c_2c_3$ shows that $\rho_3(G) \geq 1 + \frac{9n-9}{2} = \mathcal{D}^\ast(G) + \left\lfloor \frac{\mathcal{D}^\ast(G)}{2} \right\rfloor$ holds with spread $X$ having $v_3(X) = 1$, so that $X \in \mathcal{F}([2,3])$ as noted before Lemma 4.4.

\textbf{CASE 2:} $n$ is even.

Then $D^*(G) = 3n - 2 \geq 4$ is even. We define

\[ U_1 = e_1^{n-1}e_2^{n-1}(e_1 + e_2 + e_3)^n - (2e_1 + e_2 + e_3)(e_1 + 2e_2 + e_3), \]
\[ U_2 = (-e_1)^{n-1}e_3^{n-2}(-e_1 - e_2 - e_3)^{n/2-1}(e_1 - e_2 + e_3)^{n/2-1}(-2e_1 - e_2 - e_3)(e_1 - e_2 + 2e_3) \]
\[ U_3 = (-e_3)^{n-1}(-e_1 - e_2 - e_3)^{n/2-1}(-e_1 + e_2 - e_3)^{n/2-1}(-e_1 - 2e_2 - e_3)(e_1 + e_2 - 2e_3). \]

Clearly, $U_i \in \mathcal{B}(G)$ for $i \in [1, 3]$. Considering $\pi_3(U_1), \pi_2(U_2)$ and $\pi_1(U_3)$, we infer that $U_1, U_2, U_3 \in \mathcal{A}(G)$. By construction, $U_1U_2U_3$ has a factorization into atoms of length 2, say $U_1U_2U_3 = Z_1 \cdots Z_3[u_1u_2u_3]$, implying that $\rho_3(G) \geq \frac{1}{2}|U_1U_2U_3| = \frac{4(3n-2)}{2} = D^*(G) + \left\lceil \frac{D^*(G)}{2} \right\rceil$. Moreover, since $|U_i| = 3n-2 > 2 = |Z_j|$ for all $i$ and $j$, we see that $1 \notin \text{supp}(X)$ in any spread $X$, whence $\text{supp}(X) = \{2\}$, completing the proof. 

**Proof of Theorem 4.1.** By Proposition 2.1, we have $\rho_k(H) = \rho_k(G)$ for all $k \geq 1$. By Lemma 3.1.1 and Lemma 3.1.2, it suffices to prove the assertion for $k = 1$. By hypothesis, $G$ can be written in the form

\[ G = C^{t_1}_{m_1} \oplus \ldots \oplus C^{t_r}_{m_r}, \]

where $\{m_1, \ldots, m_r\} = \{n_1, \ldots, n_r\}$ with $t_i \in \{2, 3\}$. We proceed by induction on $\alpha$ to show that $\rho_3(G) \geq D^*(G) + \left\lceil \frac{D^*(G)}{2} \right\rceil$ holds with spread $X \in \mathcal{F}(\{2, 3\})$ with $v_3(X) = 1$ when $D^*(G)$ is odd and with $\text{supp}(X) = \{2\}$ when $D^*(G)$ is even, which will complete the proof.

Since $n_1 | \ldots | n_r$ with $\{m_1, \ldots, m_r\} = \{n_1, \ldots, n_r\}$, we have

\[ D^*(G) = d^*(C_{m_1}^{t_1}) + d^*(C_{m_2}^{t_2}) + \ldots + d^*(C_{m_r}^{t_r}) + 1 = D^*(K) + D^*(L) - 1, \]

where $K = C_{m_1}^{t_1}$ and $L = C_{m_2}^{t_2} \oplus \ldots \oplus C_{m_r}^{t_r}$. If $t_1 = 2$, then $D^*(K) = D^*(C_{m_1}^{t_1}) = 2m_1 - 1$ is odd and Lemma 4.4 implies that $\rho_3(K) = \rho_3(C_{m_1}^{t_1}) \geq 3m_1 - 2 = (2m_1 - 1) + \left\lceil \frac{2m_1 - 1}{2} \right\rceil = D^*(K) + \left\lceil \frac{D^*(K)}{2} \right\rceil$ with spread $X$ having $v_3(X) = 1$, so that $X \in \mathcal{F}(\{2, 3\})$. If $t_1 = 3$, then Lemma 4.6 implies that $\rho_3(K) = \rho_3(C_{m_1}^{t_1}) \geq D^*(K) + \left\lceil \frac{D^*(K)}{2} \right\rceil$ with spread $X \in \mathcal{F}(\{2, 3\})$. Moreover, $v_3(X) = 1$ if $D^*(K)$ is odd, and $\text{supp}(X) = \{2\}$ if $D^*(K)$ is even. This completes the base case when $\alpha = 1$. Thus we may assume $\alpha \geq 2$, in which case the induction hypothesis ensures that

\[ \rho_3(K) \geq D^*(K) + \left\lceil \frac{D^*(K)}{2} \right\rceil \quad \text{and} \quad \rho_3(L) \geq D^*(L) + \left\lceil \frac{D^*(L)}{2} \right\rceil \]

with respective spreads $X, Y \in \mathcal{F}(\{2, 3\})$.

If $D^*(K)$ and $D^*(L)$ are both even, then $D^*(G) = D^*(K) + D^*(L) - 1$ is odd and $\text{supp}(X) = \text{supp}(Y) = \{2\}$, whence Lemma 4.5.2 yields

\[ \rho_3(G) \geq D^*(K) + \frac{D^*(K)}{2} + D^*(L) + \frac{D^*(L)}{2} - 2 = D^*(G) + \frac{D^*(G) - 1}{2} \]

with spread $Z \in \mathcal{F}(\{2, 3\})$ having $v_3(Z) = 1$, as desired. If $D^*(K)$ and $D^*(L)$ are both odd, then $v_3(X) = v_3(Y) = 1$ and $D^*(G) = D^*(K) + D^*(L) - 1$ is odd, whence Lemma 4.5.1 yields

\[ \rho_3(G) \geq D^*(K) + \frac{D^*(K) - 1}{2} + D^*(L) + \frac{D^*(L) - 1}{2} - 1 = D^*(G) + \frac{D^*(G) - 1}{2} \]

with spread $Z \in \mathcal{F}(\{2, 3\})$ having $v_3(Z) = v_3(X) + v_3(Y) - 1 = 1$, as desired. Finally, if $D^*(K)$ and $D^*(L)$ have different parities, then $v_3(X) + v_3(Y) = 1$, $D^*(G) = D^*(K) + D^*(L) - 1$ is even, and Lemma 4.5.1 yields

\[ \rho_3(G) \geq D^*(K) + \frac{D^*(K)}{2} + D^*(L) + \frac{D^*(L)}{2} - 1 = D^*(G) + \frac{D^*(G)}{2} \]

with spread $Z \in \mathcal{F}(\{2, 3\})$ having $v_3(Z) = v_3(X) + v_3(Y) - 1 = 0$, forcing $\text{supp}(Z) = \{2\}$. This completes the induction. When $D^*(G) = D(G)$, the needed upper bound comes from Lemma 3.1.2. \qed
5. Groups of rank two

The aim of this section is to prove the following characterization. It provides the first non-cyclic groups $G$ for which $\rho_{2k+1}(G)$ is strictly smaller than the upper bound $kD(G) + \lfloor D(G)/2 \rfloor$ for some $k \in \mathbb{N}$.

**Theorem 5.1.** Let $H$ be a Krull monoid with finite class group $G$ such that every class contains a prime divisor. Suppose that $G = C_m \oplus C_{mn}$ with $n \geq 1$ and $m \geq 2$. Then

$$\rho_3(H) = D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$$

if and only if $n = 1$ or $m = n = 2$.

We start with two corollaries providing examples of groups $G$ having rank two which show that Theorem 5.1 is sharp in two aspects. Indeed, Corollary 5.2 shows that these groups $G$ satisfy

$$\rho_3(G) = D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor - 1 \quad \text{but} \quad \rho_{2k+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$$

for all $k \geq 2$.

After that, we deal with groups of the form $G = C_2 \oplus C_{2n}$ where $n \geq 3$. Since for cyclic groups $G$ we have $\rho_{2k+1}(G) = kD(G) + 1$ for all $k \geq 1$, groups of the form $C_2 \oplus C_{2n}$ are the canonical first choice for testing Conjecture C2. Indeed, we verify Conjecture C2 for them and show that there exists an integer $k^* \in \mathbb{N}$ (by Theorem 5.1 we must have $k^* > 1$ for $n > 2$) such that

$$\rho_{2k+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$$

for all $k \geq k^*$.

Moreover, Corollary 5.3 provides the first example of a group where, for some odd $k \in \mathbb{N}$, strict inequalities hold in the crucial inequality (1).

**Corollary 5.2.** Let $G = C_m \oplus C_{2n}$ with $m \geq 2$.

1. If $m = 2$, then $\rho_{2k+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$ for every $k \geq 1$.

2. If $m \geq 3$, then $\rho_3(G) \geq 2D(G) + (m + 1)$.

3. If $m \in \{3, 4\}$, then

$$\rho_3(G) = D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor - 1 \quad \text{and} \quad \rho_{2k+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$$

for all $k \geq 2$.

**Proof.** Let $\{e_1, e_2\}$ be a basis of $G$ with $\text{ord}(e_1) = m$ and $\text{ord}(e_2) = 2m$. Then $D(G) = 3m - 1$.

1. We define

$$U_1 = e_1e_2(e_1 + e_2)^3, \quad U_2 = e_1(-e_2)^3(e_1 - e_2) \quad \text{and} \quad U_3 = e_2^2(e_1 - e_2)^2.$$

Obviously, $U_1U_2U_3$ may be written as a product of 7 which implies that $\rho_3(G) = D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor$. Now the assertion follows from Lemma 3.1.3.

2. We define

$$U_1 = e_1^{m-1}e_2^{2m-1}(e_1 + e_2), \quad U_2 = (-e_1)^{m-1}e_2^{2m-1}(-e_1 + e_2)$$

$$U_3 = (e_1 + e_2)^{m-1}(-e_2)^{2m-1}(e_1 + me_2) \quad \text{and} \quad U_4 = (-e_1 - e_2)^{2m-1}(-e_1 + me_2)^2(e_1 - e_2).$$

Then $U_1, U_2, U_3, U_4 \in \mathcal{A}(G)$ (note we need $m \geq 3$ to ensure $U_4 \in \mathcal{A}(G)$), $|U_1| = |U_2| = |U_3| = D(G)$ and $|U_4| = 2m + 2$. By construction, $U_1U_2U_3^2U_4$ has a factorization into atoms of length 2, which implies that

$$\rho_5(G) \geq \frac{|U_1U_2U_3^2U_4|}{2} = 2D(G) + (m + 1).$$

3. Proposition 3.5.1 and Theorem 5.1 imply that

$$D(G) + m \leq \rho_3(G) \leq D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor - 1,$$
which is an equality because $m \in \{3, 4\}$. By Lemma 3.1.3, it suffices to show that

$$\rho_5(G) \geq 2D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor,$$

which follows from 2. above because $m \in \{3, 4\}$ ensures $\left\lfloor \frac{D(G)}{2} \right\rfloor = m + 1$. □

**Corollary 5.3.** Let $G = C_2 \oplus C_{2n}$ with $n \geq 3$. Then

$$D(G) + 1 < \rho_2(G) < D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor \quad \text{and} \quad \rho_{2k+1}(G) = kD(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor \quad \text{for every } k \geq 2n - 1.$$

**Proof.** We have $D(G) = D^*(G) = 2n + 1$. The left inequality follows from Proposition 3.5.2 and from Proposition 3.2.1, and the right inequality follows from Theorem 5.1.

To prove the second statement, let $\{e_1, e_2\}$ be a basis of $G$ with $\text{ord}(e_1) = 2$ and $\text{ord}(e_2) = 2n$. For $i \in [1, n]$, we define

$$U_i = e_2^{n-1}(e_1 - (i-1)e_2)(e_1 + ie_2) \in A(G).$$

Let

$$V_1 = (e_1 + e_2)^{2n-1}e_2e_1 \in A(G).$$

Let $W = e_2(e_1 + e_2)(e_1 - 2e_2)$. By construction, $S = \left(U_2^2(-U_1)^2\right) \cdots \left(U_n^2(-U_1)^2\right)U_1(-U_2)V_1$ is a product of $4(n - 1) + 3 = 4n - 1$ atoms and $SW^{-1}$ has a factorization into atoms of length 2. This implies that

$$\rho_{2(2n-1)+1}(G) \geq 1 + \frac{|S| - 3}{2} = 1 + \frac{(4n - 1)(2n + 1) - 3}{2} = (2n - 1)D(G) + \left\lfloor \frac{D(G)}{2} \right\rfloor.\]$$

The result now follows from Lemma 3.1.3. □

The proof of Theorem 5.1 is based on the recent characterization of minimal zero-sum sequences of maximal length in groups of rank two, which will be formulated in Main Proposition 5.4. The proof of the characterization is obtained by combining the main results from [19], [21], [35], [39] with a few small order groups handled by direct computation [9]. The version below is derived from this original in a few short lines [7, Theorem 3.1] (apart from (e) and the fact that both parts of (d) hold when $n = 2$, which we will deduce from the rest of theorem in the explanations below). It eliminates some overlap between type I and II in the original statement.

**Main Proposition 5.4.** Let $G = C_m \oplus C_{mn}$ with $n \geq 1$ and $m \geq 2$. A sequence $S$ over $G$ of length $D(G) = m + mn - 1$ is a minimal zero-sum sequence if and only if it has one of the following two forms:

- $S = e_1^{\text{ord}(e_1) - 1} \prod_{i=1}^{\text{ord}(e_2)} (x_ie_1 + e_2),$

  where
  (a) $\{e_1, e_2\}$ is a basis of $G$,
  (b) $x_1, \ldots, x_{\text{ord}(e_2)} \in [0, \text{ord}(e_1) - 1]$ and $x_1 + \ldots + x_{\text{ord}(e_2)} \equiv 1 \mod \text{ord}(e_1)$.

In this case, we say that $S$ is of type I(a) or I(b) according to whether $\text{ord}(e_2) = m$ or $\text{ord}(e_2) = mn > m$.

- $S = f_1^{x_1m}f_2^{(n-s)m+e} \prod_{i=1}^{m-r} (-x_if_1 + f_2),$

  where
  (a) $\{f_1, f_2\}$ is a generating set for $G$ with $\text{ord}(f_2) = mn$ and $\text{ord}(f_1) > m$,
We gather some simple consequences of the above characterization which will be used without further mention. Let all notation be as in the Main Proposition 5.4.

It is easy to see that $|\text{supp}(S)| \geq 3$.

When $S$ has type II, it is always possible to find some $f'_1 \in G$ such that $\{f'_1, f_2\}$ is a basis for $G$ with $\text{ord}(f'_1) = m$ and $f_1 = f'_1 + \alpha f_2$ for some $\alpha \in [1, mn - 1]$ (see [7]). In particular, since $mf_1 \neq 0$ (in view of $\text{ord}(f_1) > m$), we have $\text{ord}(f_1) = tm$ for some $t \geq 2$ with $t \mid n$. Moreover, it is now readily checked that, regardless of whether $S$ has type I or II, every term of $S$ must have its order being a multiple of $m$.

When $S$ has type II, it is clear that $-x_i f_1 + f_2 = -x_i f'_1 + (1 - \alpha x_i) f_2 \neq f_2$ in view of $x_i \in [1, m - 1]$, for any $i \in [1, m - \epsilon]$. Likewise, a term $-x_i f_1 + f_2 = -x_i f'_1 + (1 - \alpha x_i) f_2$ could only equal $f_1 = f'_1 + \alpha f_2$ if $x_i = m - 1$ and $1 - \alpha (m - 1) = 1 - \alpha x_i \equiv \alpha \mod mn$, implying $1 \equiv \alpha m \mod mn$, which is not possible. Consequently, we see that a term $-x_i f_1 + f_2$ can never equal $f_1$ or $f_2$. Likewise, since $\text{ord}(f_1) \geq 2m$, $-x_i f_1 + f_2 = -x_i f'_1 + f_2$ is only possible if $x_i = x_j \in [1, m - 1]$.

When $S$ has type II, the condition $x_1 + \ldots + x_{m-\epsilon} = m - 1$ with $x_i \in [1, m - 1]$ forces $\max x_i \leq (m - 1) - (m - \epsilon - 1) = \epsilon$. Thus we always have $x_i \leq \epsilon$. In particular, if $\epsilon = 1$, then $x_i = 1$ for all $i \in [1, m - 1]$.

When $S$ has type II, then $s \in [1, n - 1]$ forces $n \geq 2$. Suppose $n = 2$. Then $s = 1$ and $\text{ord}(f_1) = \text{ord}(f_2) = 2m$. Let $f'_1 \in G$ be such that $\{f'_1, f_2\}$ is a basis for $G$ with $\text{ord}(f'_1) = m$. Let $g = x f'_1 + y f_2 \in G$ with $x, y \in \mathbb{Z}$. If $y$ is odd, then $mg = xmf'_1 + ymf_2 = ymf_2 \neq 0$, implying $\text{ord}(g) > m$ and thus $\text{ord}(g) = 2m$. On the other hand, if $\text{ord}(g) = 2m$, then $0 \neq mg = ymf_2$, implying $y$ is odd. Consequently, the elements $g \in G$ with $\text{ord}(g) = 2m$ are precisely those $g = x f'_1 + y f_2$ with $x, y \in \mathbb{Z}$ and $y$ odd, meaning any $g \in G$ with $\text{ord}(g) = 2m$ has $mg = mf_2$. In particular, $mf_1 = mf_2$. This explains why both conditions of (d) always hold when $n = 2$.

If $n > 1$, then there are at most $m - 1$ terms of order $m$ in $S$. Indeed, if $S$ has type I(a), then all terms of order $m$ are contained in $\prod_{i=1}^m (x_i e_1 + e_2)$. However, since $\sum_{i=1}^m (x_i e_1 + e_2) = me_1 \neq 0$, they cannot all have order $m$, meaning there are at most $m - 1$ such terms. If $S$ has type I(b), then it is clear that all terms of the form $x_i e_1 + e_2$ have order $mn > m$, leaving at most $m - 1$ of order $m$, all equal to $e_1$.

Finally, if $S$ has type II, then we have $\text{ord}(f_1) \geq 2m$ as remarked above. Thus only terms contained in $\prod_{i=1}^{m-\epsilon} (-x_i f_1 + f_2)$ can have order $m$, meaning there are at most $m - \epsilon \leq m - 1$ such terms.

Moreover, if $S$ has type II and contains precisely $m - 1$ terms of order $m$, then we must have $\epsilon = 1$ with each term from $\prod_{i=1}^{m-1} (-x_i f_1 + f_2)$ having order $m$. However, since we have $x_i \in [1, \epsilon]$ as remarked above, this is only possible if $S = f_1^{m-1} f_2^{(m-s)m+1} (f_2 - f_1)^{m-1}$ with $\text{ord}(f_2 - f_1) = m$.

In such case, $\{f_2, f_2 - f_1\}$ is also a generating set for $G$ with $\text{ord}(f_2) = mn$ and $\text{ord}(f_2 - f_1) = m$, which forces $\{f_2, f_2 - f_1\}$ to be a basis for $G$. Thus $S$ has type I(b) (taking $e_1 = f_2 - f_1$ and $e_2 = f_2$).

In particular, if $S$ had type II with $mf_1 = mf_2$ and $\epsilon = 1$, then $S$ would also have type I(b). Indeed $\epsilon = 1$ forces $x_i = 1$ for all $i \in [1, m - 1]$ in view of $x_i \in [1, \epsilon]$, while each $-x_i f_1 + f_2 = -f_1 + f_2$ has order $m$ in view of $mf_1 = mf_2$ (and the fact that every term of $S$ has its order being a multiple of $m$). Thus we would have $m - 1$ elements of order $m$, so that the above argument shows that $S$ has type I(b). This
argument is what allows us to assume (e) in Main Proposition 5.4. In particular, if $S$ has type II and $n = 2$, then $\epsilon \geq 2$ and $m \geq 3$ (as $\epsilon \in [2, m - 1]$).

The following lemma regarding type II sequences will be needed in the proof.

**Lemma 5.5.** Let $G = C_m \oplus C_{mn}$ with $n \geq 1$ and $m \geq 2$. Suppose $S$ is a minimal zero-sum sequence over $G$ of length $D(G) = m + mn - 1$ that is of type II, say

$$S = f_1^{m-1} f_2^{(n-s)m+\epsilon} \prod_{i=1}^{m-\epsilon} (-x_i f_1 + f_2)$$

with all notation as in Main Proposition 5.4. Suppose $T \mid S$ is a subsequence with $|T| \geq 2m - 1$. Then $T$ contains a subsequence $T_1 \mid T$ with $\sigma(T_1) = mf_2$. Furthermore, if $T$ has no proper subsequence with this property, then $T = f_1^{m-1} f_2^{\ell} \prod_{i=1}^{\ell} (-x_i f_1 + f_2)$.

**Proof.** Since $s \in [1, n-1]$, we conclude that $n \geq 2$. If $s = 1$, then $\nu_{f_1}(T) \leq \nu_{f_1}(S) = m - 1$. On the other hand, if $s > 1$, then $mf_1 = mf_2$, in which case we must also have $\nu_{f_1}(T) \leq m - 1$ else $f_1^m \mid T$ will be a proper subsequence whose sum is $mf_1 = mf_2$, as desired. Thus we may assume

$$\nu_{f_1}(T) = m - 1 - t \quad \text{for some } t \in [0, m - 1].$$

Likewise, we must have $\nu_{f_2}(T) \leq m - 1$ else $f_2^m \mid T$ will be a proper subsequence whose sum is $mf_2$, as desired. By re-indexing the $-x_i f_1 + f_2$ appropriately, we may w.l.o.g. assume

$$\prod_{i=1}^{\ell} (-x_i f_1 + f_2) = \gcd \left( \prod_{i=1}^{m-\epsilon} (-x_i f_1 + f_2), T \right), \quad \text{where } \ell \in [0, m - \epsilon].$$

Hence, from the hypothesis $|T| \geq 2m - 1$, we deduce that

$$\nu_{f_2}(T) = |T| - \nu_{f_1}(T) = t \geq m + t - \ell.$$

In particular, $\nu_{f_2}(T) \leq m - 1$ forces $\ell \geq t + 1 \geq 1$.

Recall that $x_1 + \ldots + x_{m-\epsilon} = m - 1$ with $x_i \in [1, m - 1]$ for all $i$. Thus

$$x_1 + \ldots + x_\ell = m - 1 - x \quad \text{with} \quad x := \sum_{i=\ell+1}^{m-\epsilon} x_i \geq m - \epsilon - \ell \geq 0.$$

Consequently, if $t \leq x$, then the sequence $f_1^{m-1-t} \prod_{i=1}^{\ell} (-x_i f_1 + f_2)$ contains at least $\ell$ disjoint subsequences each having sum $f_2$ and containing precisely one term of the form $-x_i f_1 + f_2$, while if $t > x$, then the sequence $f_1^{m-1-t} \prod_{i=1}^{\ell} (-x_i f_1 + f_2)$ contains at least $\ell - \ell \left( m - 1 - x \right) = t + x$ disjoint subsequences each having sum $f_2$ and containing precisely one term of the form $-x_i f_1 + f_2$. In either case, we have

$$R_1 \cdot \ldots \cdot R_w \mid f_1^{m-1-t} \prod_{i=1}^{\ell} (-x_i f_1 + f_2) \quad \text{with} \quad \sigma(R_i) = f_2 \quad \text{for } i \in [1, w],$$

where $w = \min\{\ell, \ell - t + x\}$. Moreover, the subsequence $R_1 \cdot \ldots \cdot R_w$ of $f_1^{m-1-t} \prod_{i=1}^{\ell} (-x_i f_1 + f_2)$ will be proper unless $m - 1 - t = x_1 + \ldots + x_\ell = m - 1 - x$, i.e., unless $t = x$.

Now, if $t < x$, then $T_1 = R_1 \cdot \ldots \cdot R_\ell f_2^{m-\ell-t}$ is a proper subsequence of $T$ (in view of (4), (5), (6) and $t \neq x$) with sum $\sigma(T_1) = mf_2$, as desired. On the other hand, if $t \geq x$, then $T_1 = R_1 \cdot \ldots \cdot R_\ell f_2^{m-\ell-t}$ is a subsequence of $T$ (in view of (4), (5) and (6)) with sum $\sigma(T_1) = mf_2$. Moreover, it will be a proper subsequence of $T$ unless $t = x = 0$ and equality holds in (6). From $x_1 + \ldots + x_\ell = m - 1 - x = m - 1$,
we deduce that $\ell = m - \epsilon$ in this case (recall that $x_1 + \ldots + x_{m-\epsilon} = m - 1$ with $x_i \in [1, m-1]$ for all $i$), and now

$$T = f_1^{m-1-\ell} f_2^{m-\ell} \prod_{i=1}^{\ell} (-x_i f_1 + f_2) = f_1^{m-1} f_2^{m-\epsilon} \prod_{i=1}^{\epsilon} (-x_i f_1 + f_2),$$

completing the proof.

We are now ready to proceed with the proof of Theorem 5.1.

**Proof of Theorem 5.1.** By Proposition 2.1, we have $\rho_3(H) = \rho_3(G)$. We study $\rho_3(G)$ and recall that $D(G) = D^+(G) = m + mn - 1$. If $n = 1$, then $G = C_m \oplus C_m$, and the theorem follows from Corollary 4.2. If $m = n = 2$, then $G = C_2 \oplus C_4$, and the theorem follows from Corollary 5.2.1. We now assume $n \geq 2$ with $m \geq 3$ when $n = 2$. In particular, $D(G) \geq 7$. It remains to show $\rho_3(G) < \rho := |3D(G)/2| = \lfloor \frac{3m + 3mn - 3}{2} \rfloor$ in this case. Assume by contradiction that there are $U_1, U_2, U_3, V_1, \ldots, V_\rho \in A(G)$ such that

$$U_1 U_2 U_3 = V_1 \cdots V_\rho.$$

Without loss of generality, we may assume $|U_1| \geq |U_2| \geq |U_3|$ and $|V_1| \geq \ldots \geq |V_\rho|$. We continue by showing we can assume the following assertion holds true. Note that $|U_3| = D(G) - 1$ is only possible in Assertion A if $D(G)$ is odd and $|V_1| = 2$.

**Assertion A.** $|U_1| = |U_2| = D(G)$ and $D(G) - 1 \leq |U_3| \leq D(G)$ with the $U_i$ satisfying either

$$U_1 = AB, \quad U_2 = AC, \quad U_3 = (-B)C,$$

or

$$U_1 = ABw_1, \quad U_2 = ACw_2, \quad U_3 = (-B)C(w_2 - w_1),$$

where $A = \gcd(U_1, -U_2), \quad B = \gcd(U_1, -U_3), \quad C = \gcd(-U_2, U_3), \quad |B| = |C| = \left\lfloor \frac{D(G)}{2} \right\rfloor$ and $w_1, w_2 \in G$.

**Proof of Assertion A.** We trivially have $|U_1 U_2 U_3| = |U_1| + |U_2| + |U_3| \leq 3D(G)$. Also, $|V_1| \geq 2$ for each $i$ (as $0$ cannot divide any $U_i$, else $\rho \leq D(G) + 1$), implying

$$3D(G) \geq |U_1 U_2 U_3| = |V_1| \cdots |V_\rho| = \sum_{i=1}^{\rho} |V_i| \geq 2\rho = 2|3D(G)/2| \geq 3D(G) - 1,$$

with equality in the latter estimate only possible when $D(G)$ is odd. It follows that, if $D(G)$ is even, then $|U_1| = |U_2| = |U_3| = D(G)$ with $|V_1| = 2$ for all $i$, while if $D(G)$ is odd, then either $|U_1| = |U_2| = |U_3| = D(G)$ with $|V_1| = 3$ and $|V_i| = 2$ for all $i \geq 2$ or else $|U_1| = |U_2| = D(G)$ and $|U_3| = D(G) - 1$ with $|V_i| = 2$ for all $i$.

When $|V_i| = 2$ for all $i$, then $S = U_1 U_2 U_3$ has a factorization into length 2 atoms. Thus $U_1 = AB$, $-U_2 = AC$ and $U_3 = (-B)C$ for some $A, B, C \in F(G)$. Since $|A| + |B| = |U_1| = D(G) = |U_2| = |A| + |C|$, it follows that $|B| = |C|$. But now $2|B| = |B| + |C| = |U_2| \in \{D(G), D(G) - 1\}$, implying $|B| = |C| = \left\lfloor \frac{D(G)}{2} \right\rfloor$ and $|A| = |U_1| - |B| = D(G) - \left\lfloor \frac{D(G)}{2} \right\rfloor = \left\lfloor \frac{D(G)}{2} \right\rfloor$. If there is some $g \in \supp(B) \cap \supp(C)$, then $U_3$ will contain both $g$ and $-g$. However, since $U_3$ is an atom, this is only possible if $|U_3| = 2$, contradicting that $|U_3| \geq D(G) - 1 \geq 6$. Therefore we instead conclude that supp$(B) \cap \supp(C) = \emptyset$, implying $\gcd(U_1, -U_2) = A$. Similar arguments show that $B = \gcd(U_1, -U_3)$ and $C = \gcd(-U_2, U_3)$, completing the proof of Assertion A in this case. It remains to consider the case when $|V_i| = 3$ with $|V_i| = 2$ for $i \geq 2$, which is only possible when $|U_1| = |U_2| = |U_3| = D(G)$ is odd.

If some $U_i$, say w.l.o.g. $U_3$, contains two terms from $V_1$, say $g_1 g_2 \mid \gcd(V_1, U_3)$, then replacing $U_3$ by $U_3' = U_3(g_1 g_2)^{-1}(g_1 + g_2)$ and replacing $V_1$ by $V_1' = V_1(g_1 g_2)^{-1}(g_1 + g_2)$ yields atoms $U_1, U_2, U_3' \in A(G)$ having a factorization $U_1 U_2 U_3' = V_1' \cdots V_\rho'$ with $|U_1| = |U_2| = D(G)$, $|U_3'| = D(G) - 1$ and $|V_1'| = |V_2| = \ldots = |V_\rho'| = 2$. These atoms also provide a counter-example to the theorem and satisfy the previously
handled case of Assertion A. Thus we may assume (for the purpose of proving the theorem) that this does not occur: no length two subsequence of $V_1$ divides any $U_i$. In consequence, precisely one of each of the three terms of $V_1$ occurs in each $U_i$ while $(U_1U_2U_3V_1)^{-1}$ has a factorization into length 2 atoms (in view of $|V_1| = 2$ for $i \geq 2$). It follows that $U_1 = ABw_1, -U_2 = ACw_2$ and $U_3 = -(B)C(w_2 - w_1)$ for some $A, B, C \in F(G), \text{where } V_1 = w_1(-w_2)(w_2 - w_1)$.

Since $|A| + |B| + 1 = |U_1| = D(G) = |U_2| = |A| + |C| + 1$, it follows that $|B| = |C|$. But now $2|B| + 1 = |B| + |C| + 1 = |U_3| = D(G)$ follows, implying $|B| = |C| = \frac{D(G) - 1}{2} = \left\lfloor \frac{D(G)}{2} \right\rfloor$ and $|A| = |U_1| - 2|B| - 1 = D(G) - \frac{D(G) - 1}{2} - 1 = \frac{D(G)}{2}$.

Suppose there were some $g \in \text{supp}(Bw_1) \cap \text{supp}(Cw_2)$. Note $w_1 \neq w_2$, else $V_1$ would contain a length 2 zero-sum subsequence, contradicting that $V_1$ is an atom. Consequently, if $g = w_1$, then $w_1 = g \in \text{supp}(C)$, in which case $U_3$ contains the two term subsequence $w_1(w_2 - w_1)$ of $V_1$, contrary to assumption. Likewise, if $g = w_2$, then $w_2 \in \text{supp}(B)$, in which case $U_3$ contains the two term subsequence $(-w_2)(w_2 - w_1)$ of $V_1$, once more contrary to assumption. On the other hand, if $g \in \text{supp}(B) \cap \text{supp}(C)$, then $U_3$ will contain both $g$ and $-g$, yielding the contradiction $2 = |U_3| \geq D(G) - 1 = 6$ as argued when $|V_i| = 2$ for all $i$. So we instead conclude that $\text{supp}(Bw_1) \cap \text{supp}(Cw_2) = \emptyset$, implying gcd$(U_1, -U_2) = A$. Similar arguments show that $B = \text{gcd}(U_1, -U_3)$ and $C = \text{gcd}(-U_2, U_3)$, completing the proof of Assertion A.

$\square$ (Proof of Assertion A)

We continue the proof of Theorem 5.1. In view of Assertion A, we see that we can apply Main Proposition 5.4 to $U_1$ and $-U_2$ to characterize the possible structures for $U_1$ and $-U_2$. Since the roles of $U_1$ and $U_2$ are symmetric, this gives us six cases.

CASE 1: $U_1$ and $-U_2$ are both of type I(b), say

$$U_1 = e_1^{m-1} \prod_{i=1}^{m} (x_ie_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{m-1} \prod_{i=1}^{m} (y_if_1 + f_2),$$

where $\{e_1, e_2\}$ and $\{f_1, f_2\}$ are bases for $G$ with ord$(e_1) = \text{ord}(f_1) = m$ and ord$(e_2) = \text{ord}(f_2) = mn > n$.

Let $H = \langle e_1, f_1 \rangle$. Since ord$(e_1) = \text{ord}(f_1) = m$, we conclude that $H$ is isomorphic to a subgroup of $C_m^2$. In particular, $D(H) \leq D(C_m^2) = 2m - 1$. Since $m, n \geq 2$ with $n \geq 3$ when $m = 2$, we have $|B| = |C| \geq \frac{D(G) - 1}{2} = \frac{mn - m - 2}{2} > m$. Likewise $|A| \geq \frac{D(G) - 1}{2} > m$. Any element of the form $x_1e_1 + e_2$ or $y_1f_1 + f_2$, where $x, y \in Z$, has order $mn > m = \text{ord}(e_1) = \text{ord}(f_1)$ and thus cannot be equal to $e_1$ nor $f_1$. Since $|A| \geq m + 1$, we conclude that $A$ must contain a term from $U_1$ of the form $x_1e_1 + e_2$, which must, by the previously mentioned order restriction, be equal to a term from $-U_2$ of the form $y_1f_1 + f_2$. Hence $f_2 - e_2 \in H$. But now it is clear that difference between any two terms of the form $x'e_1 + e_2$ and $y'f_1 + f_2$, where $x', y' \in Z$, must also be an element from $H$.

If $e_1 = f_1$, then $H \cong C_m$ and $D(H) = D(C_m) = m$. In this case, $B = b_1 \cdot \ldots \cdot b_t$ consists entirely of terms of the form $x_1e_1 + e_2$ while $C = c_1 \cdot \ldots \cdot c_2$ consists entirely of terms of the form $y_1f_1 + f_2$, where $t = |B| = |C| \geq m + 1$. Consequently, $(B_1 + c_1) \cdot \ldots \cdot (B_n + c_m) \in F(H)$ is a sequence of $m = D(H)$ terms from $H$, meaning $(-B)C$ contains a nontrivial zero-sum subsequence of length at most $2m < 2t = |B| + |C| \leq |U_3|$. But this contradicts that $U_3$ is an atom with $(-B)C \mid U_3$. Therefore we may now assume $e_1 \neq f_1$.

In view of $e_1 \neq f_1$ and the previously mentioned order restriction, neither $e_1$ nor $f_1$ can be a term from $A$. Thus every term equal to $e_1$ in $U_1$ must be contained in $B$ except possibly one such term equal to $w_1$. Likewise, every term equal to $f_1$ in $-U_2$ must be contained in $C$ except possibly one such term equal to $w_2$. It follows that $m - 2 \leq v_{e_1}(B) \leq m - 1$ and $m - 2 \leq v_{f_1}(C) \leq m - 1$. Consequently, in view of $|B| = |C| \geq m + 1$, there must be subsequences $b_1 \cdot b_2 \mid B$ and $c_1 \cdot c_2 \mid C$ with each term $b_i$ of the form $b_i = x'_ie_1 + e_2$ and each term $c_i$ of the form $c_i = y'_if_1 + f_2$. Moreover, if $v_{e_1}(B) = v_{f_1}(C) = m - 2$, then there exists a third term $b_3$ from $B$ also of the form $b_3 = x'_{e_3}e_1 + e_2$ and a third term $c_3$ from $C$ also of
the form $c_3 = y'_1 f_1 + f_2$ so that $b_1 \cdot b_2 \cdot b_3 \mid B$ and $c_1 \cdot c_2 \cdot c_3 \mid C$. Observe that $v_{f_1}(C) < m - 1$, as well as $v_{e_1}(B) < m - 1$, is only possible if $U_3 = (-B)C(w_2 - w_1)$.

If $v_{e_1}(B) = v_{f_1}(C) = m - 1$, then $(-e_1)^{m-1} f_1^{m-1} (-b_1 + c_1) \in F(H)$ is a sequence of terms from $H$ of length $2m - 1 \geq D(H)$, meaning $(-B)C$ contains a nontrivial zero-sum subsequence of length at most $2m < 2\ell = |B| + |C| \leq |U_3|$. But this contradicts that $U_3$ is an atom with $(-B)C \mid U_3$.

If $v_{e_1}(B) = v_{f_1}(C) = m - 2$, then $(-e_1)^{m-2} f_1^{m-2} (-b_1 + c_1)(-b_2 + c_2) (-b_3 + c_3) \in F(H)$ is a sequence of length $2m - 1 \geq D(H)$, meaning $(-B)C$ contains a nontrivial zero-sum subsequence, contradicting that $U_3$ is an atom since $U_3 = (-B)C(w_2 - w_1)$.

If $v_{e_1}(B) = m - 1$ and $v_{f_1}(C) = m - 2$, then $(-e_1)^{m-1} f_1^{m-1} (-b_1 + c_1)(-b_2 + c_2) \in F(H)$ is a sequence of length $2m - 1 \geq D(H)$, meaning $(-B)C$ contains a nontrivial zero-sum subsequence, contradicting that $U_3$ is an atom since $U_3 = (-B)C(w_2 - w_1)$.

If $v_{e_1}(B) = m - 2$ and $v_{f_1}(C) = m - 1$, then $(-e_1)^{m-2} f_1^{m-2} (-b_1 + c_1)(-b_2 + c_2) \in F(H)$ is a sequence of length $2m - 1 \geq D(H)$, meaning $(-B)C$ contains a nontrivial zero-sum subsequence, contradicting that $U_3$ is an atom since $U_3 = (-B)C(w_2 - w_1)$, which completes CASE 1.

CASE 2: $U_1$ and $-U_2$ are both of type I(a), say

$$U_1 = e_1^{m-1} \prod_{i=1}^{m} (x_i e_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{m-1} \prod_{i=1}^{m} (y_i f_1 + f_2).$$

where $\{e_1, e_2\}$ and $\{f_1, f_2\}$ are bases for $G$ with $\text{ord}(e_1) = \text{ord}(f_1) = mn > m$ and $\text{ord}(e_2) = \text{ord}(f_2) = m$.

Since $m, n \geq 2$ with $n \geq 3$ when $m = 2$, we have $mn - 1 > \frac{mn + m}{2} = \frac{D(G) + 1}{2} \geq |A|$. If $e_1 = f_1$, then $\gcd(U_1, -U_2) = A$ implies $|A| \geq v_{e_1}(U_1) = mn - 1$, contrary to what we just noted. Therefore $e_1 \neq f_1$.

On the other hand, since $v_{e_1}(U_1) = v_{f_1}(-U_2) = mn - 1 > \frac{D(G) + 1}{2} \geq |G| - |A| = |U_1| - |A| = |U_2| - |A|$, we must have $e_1, f_1 \in \text{supp}(A)$. It follows that

$$e_1 = yf_1 + f_2 \quad \text{and} \quad f_1 = xe_1 + e_2 \quad \text{for some } x, y \in \mathbb{Z}.$$

Since $U_1$ contains at most $m$ terms not equal to $e_1$, we deduce that $v_{e_1}(A) \geq |A| - m \geq \frac{D(G) - 1}{2} - m = \frac{1}{2}mn - \frac{m}{2} - 1$. However, since $e_1 \neq f_1$ with the highest multiplicity of a term in $-U_2$ other than $f_1$ being $m - 1$, we have

$$v_{e_1}(A) \leq v_{yf_1 + f_2}(-U_2) \leq m - 1.$$

Hence $\frac{1}{2}mn - \frac{m}{2} - 1 \leq v_{e_1}(A) \leq m - 1$, implying $n \leq 3$.

Suppose $n = 3$. Then $D(G) = 4m - 1$ and equality must hold in all estimates used to derive $n \leq 3$ above. In particular, $|A| = \frac{D(G) - 1}{2}$, forcing the case corresponding to $|V_1| = 3$ in Assertion A, and all $m$ terms of $U_1$ not equal to $e_1$ must be contained in $A$. Arguing as in the previous paragraph, we must also have

$$\frac{1}{2}mn - \frac{m}{2} - 1 \leq |A| - m \leq v_{f_1}(A) \leq v_{xe_1 + e_2}(U_1) \leq m - 1,$$

implying $n \leq 3$. Once more, equality must hold in all these estimates, meaning all $m$ terms of $-U_2$ not equal to $f_1$ must be contained in $A$. Consequently,

$$U_3 = (-B)C(w_2 - w_1) = (-e_1)^{2m-1} f_1^{2m-1} (f_1 - e_1) = (-e_1)^{2m-1} (xe_1 + e_2)^{2m-1} (x - 1)e_1 + e_2.$$
either \( v_{-e_1}(-B) < m \) or \( v_{f_1}(C) < m \), say w.l.o.g. \( v_{-e_1}(-B) < m \) (the role of \( e_1 \) in \( U_1 \) is identical to that of \( f_1 \) in \(-U_2\)).

As noted earlier, \( v_{e_1}(A) \leq m - 1 \). Consequently, if \(|V_1| = 2\), then \( v_{-e_1}(-B) = v_{e_1}(U_1) - v_{e_1}(A) \geq 2m - 1 - (m - 1) = m \), contrary to our assumption above. Thus we must have \(|V_1| = 3\), which is only possible (in view of Assertion A) if \(|U_3| = D(G) = 3m - 1\) is odd. Thus \(|m| > m \).

Applying the above argument when \(|V_1| = 3\), we again obtain the contradiction \( v_{-e_1}(U_3) \geq m \) unless \( v_{e_1}(A) = m - 1 \) and \( w_1 = e_1 \). It follows that there are at most \( |A| - v_{e_1}(A) \geq \frac{m}{2} \) terms of \( A \) not equal to \( e_1 \). Hence, since \( f_1 \neq e_1 \), we conclude that \( v_{f_1}(A) \leq \frac{m}{2} \), implying

\[
(8) \quad v_{f_1}(C) \geq 2m - 1 - \frac{m}{2} - 1 = \frac{3}{2}m - 2,
\]

with equality only possible if \( w_2 = f_1 \) and \( w_2 - w_1 = f_1 - e_1 = (x - 1)e_1 + e_2 \). Since \( v_{e_1}(A) = m - 1 \) and \( w_1 = e_1 \), we have

\[
-B = (-e_1)^{m-1} \prod_{i=1}^{m/2} (-x_i e_1 - e_2),
\]

where we have appropriately re-indexed the terms \( x_i e_1 + e_2 \) in \( U_1 \) so that the first \( \frac{m}{2} \) terms correspond to those from \( B \). Thus

\[
U_3 = (-e_1)^{m-1} \left( \prod_{i=1}^{m/2} (-x_i e_1 - e_2) \right) f_1^{2m-2} g_1 g_2 = (-e_1)^{m-1} \left( \prod_{i=1}^{m/2} (-x_i e_1 - e_2) \right) (x e_1 + e_2)^{2m-2} g_1 g_2
\]

with w.l.o.g. \( g_1 \in \{f_1, y_1 f_1 + f_2\} \) (by re-indexing the \( y_1 f_1 + f_2 \) appropriately) and \( g_2 = w_2 - w_1 = w_2 - e_1 \).

If \( g_1 = f_1 \), let \( g = g_1 = f_1 = x e_1 + e_2 \). If \( g_1 \neq f_1 \), the equality must hold in (8). In this case, let \( g = g_2 = f_1 - e_1 = (x - 1)e_1 + e_2 \). Regardless, we see that \( g = g_j = z e_1 + e_2 \) for some \( z \in \{x, x - 1\} \) and \( j \in \{1, 2\} \). To avoid a zero-sum subsequence of

\[
(-e_1)^{m-1}(-x e_1 + e_2)(z e_1 + e_2),
\]

which would contradict that \( U_3 \) is an atom, we must have \( x_1 \notin \{z, z - 1, \ldots, z - (m - 1)\} \) modulo 2m. On the other hand, in view of (7), we have \( \sigma((x e_1 + e_2)^m) = me_1 \), so that to avoid a zero-sum subsequence of

\[
(-e_1)^{m-1}(x e_1 + e_2)^m (-x e_1 - e_2)(z e_1 + e_2),
\]

which would contradict that \( U_3 \) is an atom in view of \( \frac{3}{2}m - 2 \geq m \), we must have \( x_1 \notin \{m + z, m + z - 1, \ldots, m + z - (m - 1)\} \) modulo 2m. However, this leaves no possibilities left for the value of \( x_1 \) modulo 2m, which is a contradiction that concludes CASE 2.

CASE 3: Either \( U_1 \) is of type I(b) and \(-U_2 \) is of type I(a) or else \( U_1 \) is of type I(a) and \(-U_2 \) is of type I(b), say w.l.o.g. the former with

\[
U_1 = e_1^{m-1} \prod_{i=1}^{m} (x_i e_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{mn-1} \prod_{i=1}^{m} (y_i f_1 + f_2),
\]

where \( \{e_1, e_2\} \) and \( \{f_1, f_2\} \) are bases of \( G \) with \( \text{ord}(e_1) = \text{ord}(f_2) = m \) and \( \text{ord}(e_2) = \text{ord}(f_1) = mn > m \).

Since \( n, m \geq 2 \) with \( n \geq 3 \) when \( m = 2 \), we have \( v_{f_1}(-U_2) = mn - 1 > \frac{D(G) + 1}{2} \geq D(G) - |A| = |U_2| - |A| \), implying \( f_1 \in \text{supp}(A) \). Consequently, since \( f_1 \) cannot equal \( e_1 \) due to \( \text{ord}(f_1) = mn > m = \text{ord}(e_1) \), it follows that

\[
f_1 = xe_1 + e_2 \quad \text{for some } x \in \mathbb{Z}.
\]

Let

\[
y = v_{e_1}(B) \in [0, m - 1].
\]
Then \( \nu_{e_1}(A) = m - 1 - y - \epsilon \), where \( \epsilon = 1 \) if \( |V_1| = 3 \) and \( w_1 = e_1 \), and \( \epsilon = 0 \) otherwise. Since \( f_1 \neq e_1 \), it follows that \( \nu_{f_1}(A) \leq |A| - \nu_{e_1}(A) = |A| - m + 1 + y + \epsilon \), implying

\[
\nu_{f_1}(C) \geq mn - 1 - \delta - |A| + m - 1 - y - \epsilon \geq \frac{1}{2} mn + \frac{1}{2} m - 3 - y,
\]

where \( \delta = 1 \) if \( |V_1| = 3 \) and \( w_2 = f_1 \), and \( \delta = 0 \) otherwise. Moreover, the estimate on the far right of (10) improves by 1 unless \( w_1 = e_1 \) and \( w_2 = f_2 \), in which case \( w_2 - w_1 = (x - 1)e_1 + e_2 \) is a term of \( U_3 \). As a result, we see that \( U_3(-B)^{-1} \) contains at least \( \frac{1}{2} mn + \frac{1}{2} m - 2 - y \) terms from \( e_2 + \langle e_1 \rangle \), say \( e_1 \cdots e_s \) \( |U_3(-B)^{-1} \) with

\[
s \geq \frac{1}{2} mn + \frac{1}{2} m - 2 - y \quad \text{and} \quad c_i \in e_2 + \langle e_1 \rangle \quad \text{for all } i.
\]

On the other hand, per definition of \( y \), we see that \( -B \) contains \( |B| - y \geq \frac{1}{2} mn + \frac{1}{2} m - 1 - y \) terms from \( -e_2 + \langle e_1 \rangle \), say \( b_1 \cdots b_t \ | -B \) with

\[
t \geq \frac{1}{2} mn + \frac{1}{2} m - 1 - y \quad \text{and} \quad b_i \in -e_2 + \langle e_1 \rangle \quad \text{for all } i.
\]

Now \( e_1 \in \langle e_1 \rangle \) and \( b_i + c_i \in \langle e_1 \rangle \) for all \( i \in [1, \min \{s, t\}] \), while \( D(\langle e_1 \rangle) = D(C_m) = m \). Moreover, \((\frac{1}{2} mn + \frac{1}{2} m - 2 - y) + y > m - 1 \) in view of \( n \geq 2 \) with \( n \geq 3 \) when \( m = 2 \). Consequently, we conclude from (9), (11) and (12) that \( U_3 \) contains a nontrivial zero-sum subsequence of length at most \( 2[\frac{1}{2} mn + \frac{1}{2} m - 2 - y] + y \leq mn + m + 3 < D(G) - 1 \leq |U_3| \), contradicting that \( U_3 \) is an atom.

CASE 4: \( U_1 \) and \( U_2 \) are both of type II, say

\[
U_1 = f_1^{m_1} g_1^{m_1 - 1} \prod_{i=1}^{m_1 - 1} (-y_i f_1 + f_2) \quad \text{and} \quad U_2 = g_2^{m_2 - 1} g_1^{m_2} \prod_{i=1}^{m_2 - 1} (-z_i g_1 + g_2),
\]

where \( \{f_1, f_2\} \) and \( \{g_1, g_2\} \) are generating sets for \( G \) such that \( \text{ord}(f_2) = \text{ord}(g_2) = mn > m \) and \( \text{ord}(f_1), \text{ord}(g_1) \geq 2m \), where \( s_1, s_2 \in [1, n - 1] \), \( \epsilon_1, \epsilon_2 \in [1, m - 1] \) and \( y_i, z_i \in [1, m - 1] \) for all \( i \), and where \( y_1 + \cdots + y_{m-\epsilon_1} = z_1 + \cdots + z_{m-\epsilon_2} = m - 1 \). Moreover, either \( s_1 = 1 \) or \( m f_1 = m f_2 \) and either \( s_2 = 1 \) or \( m g_1 = m g_2 \).

Per the remarks after Main Proposition 5.4, let \( \{f_1', f_2\} \) and \( \{g_1', g_2\} \) be bases for \( G \) with \( \text{ord}(f_1') = \text{ord}(g_1') = m \) such that

\[
f_1 = f_1' + \alpha f_2 \quad \text{and} \quad g_1 = g_1' + \beta g_2
\]

for some \( \alpha, \beta \in \mathbb{Z} \). We distinguish two subcases.

CASE 4.1: \( n \geq 3 \).

Since \( n \geq 3 \), we have \( |A| \geq |B| = |C| \geq \frac{mn + m - 2}{2} \geq 2m - 1 \). Thus \( \nu_{f_1, f_2}(A) \geq |A| - (m - \epsilon_1) \geq |A| - m + 1 \geq m > m - \epsilon_2 \), implying

\[
\{f_1, f_2\} \cap \{g_1, g_2\} \neq \emptyset.
\]

Also, applying Lemma 5.5 to \( B \mid U_1 \) and \( C \mid -U_2 \), we conclude that there exist subsequences \( T_1 \mid B \) and \( T_2 \mid C \) with \( \sigma(T_1) = m f_2 \) and \( \sigma(T_2) = m g_2 \) and \( |T_1|, |T_2| \leq 2m - 1 \).

Suppose \( m f_2 = m g_2 \), so that \( \sigma(T_1) = \sigma(T_2) \). Then \((-T_1) T_2 \) is a zero-sum subsequence of \((-B) C \mid U_3 \), which contradicts that \( U_3 \) is an atom unless \((-T_1) T_2 = (-B) C = U_3 \) with \( |B| = |C| = |T_1| = |T_2| = 2m - 1 \), implying \( n = 3 \). However, in view of the equality conditions in Lemma 5.5, this is only possible if

\[
U_3 = (-B) C = (-f_1)^{m_1 - 1} f_1^{m_1 - 1} \prod_{i=1}^{m_1 - 1} (y_i f_1 - f_2) \cdot (g_1^{m_1 - 1} - f_2^{m_1 - 1}) \prod_{i=1}^{m_2 - 1} (-z_i g_1 + g_2).
\]
In particular, the terms \(-f_1, -f_2, g_1\) and \(g_2\) all occur in \(U_3\) in view of \(m \geq 2\) and \(\epsilon_1, \epsilon_2 \geq 1\). But then (13) ensures that \(U_3\) contains a zero-sum subsequence of length 2, contradicting that \(U_3\) is an atom with \(|U_3| = 4m - 2 > 2\). So we instead conclude that

\[
mf_2 \neq mg_2.
\]

If \(s_1 > 1\) and \(s_2 > 1\), then \(mf_1 = mf_2\) and \(mg_1 = mg_2\), which combined with (13) yields \(mf_1 = mf_2 = mg_1 = mg_2\), contrary to (14). Therefore we may w.l.o.g. assume

\[
s_2 = 1 \quad \text{and} \quad v_{g_1}(-U_2) = m - 1.
\]

Since \(|A| \geq 2m - 1 > v_{g_1}(-U_2) + m - \epsilon_2\), we conclude that \(g_2 \in \text{supp}(A)\). Observe that

\[
g_2 \neq f_2,
\]

for \(g_2 = f_2\) would contradict (14). In consequence, we find that

\[
g_2 = f_1 \quad \text{or} \quad g_2 = -yf_1 + f_2 \quad \text{for some} \ y \in [1, m - 1].
\]

This gives two further subcases.

CASE 4.1.1: \(g_2 = -yf_1 + f_2\) for some \(y \in [1, m - 1]\).

Now \(g_2 \neq f_2\) as already remarked. Also, \(g_2 = -yf_1 + f_2 \neq f_1\) as remarked after Main Proposition 5.4. Thus (13) ensures that we must have

\[
g_1 = f_1 \quad \text{or} \quad g_1 = f_2.
\]

If \(g_1 = f_1\), then \(f_1\) can have multiplicity at most \(v_{g_1}(-U_2) = m - 1\) in \(A\), meaning \(f_2\) must also be contained in \(A\) in view of \(|A| \geq 2m - 1\). By an analogous argument, if \(g_1 = f_2\), then \(f_1\) must be contained in \(A\). In other words, in both cases, we have

\[
f_1, f_2 \in \text{supp}(A).
\]

Suppose that \(g_1 = f_1\). Then, as \(f_2 \in \text{supp}(A)\) but \(f_2 \neq f_1 = g_1\) and \(f_2 \neq g_2\), it follows that \(f_2 = - zg_1 + g_2\) for some \(z \in [1, m - 1]\). Thus

\[
f_2 = - zg_1 + g_2 = -zf_1 + g_2 = -zf_1 - yf_1 + f_2,
\]

implying that \((z + y)f_1 = 0\) with \(z + y \in [2, 2m - 2]\). However, since \(\text{ord}(f_1) \geq 2m\), this is not possible. So we instead conclude that

\[
g_1 = f_2.
\]

Now \(f_1 \in \text{supp}(A)\) but \(g_1 = f_2 \neq f_1\) and \(g_2 = -yf_1 + f_2 \neq f_1\) as remarked after Main Proposition 5.4. In consequence, \(f_1 = -zg_1 + g_2\) for some \(z \in [1, m - 1]\). Thus

\[
f'_1 + \alpha f_2 = f_1 = -zg_1 + g_2 = -zf_2 + g_2 = -zf_2 - yf_1 + f_2 = -yf'_1 + (1 - z - \alpha y)f_2,
\]

which, in view of \(y \in [1, m - 1]\), is only possible if \(y = m - 1\) and

\[
\alpha \equiv 1 - z - \alpha y \equiv 1 - z - \alpha(m - 1) \mod mn.
\]

The above congruence implies that \(z \equiv 1 - \alpha m \mod mn\), which, in view of \(z \in [1, m - 1]\), is only possible if \(z = 1\) and \(\alpha m \equiv 0 \mod mn\). Thus \(mf_1 = m(f'_1 + \alpha f_2) = mf'_1 + \alpha mf_2 = 0\), contradicting that \(\text{ord}(f_1) \geq 2m\) for type II.

CASE 4.1.2: \(g_2 = f_1\).

If \(s_1 > 1\), then \(mg_2 = mf_1 = mf_2\), contrary to (14). Therefore

\[
s_1 = 1 \quad \text{and} \quad v_{f_1}(U_1) = m - 1.
\]

Since \(|A| \geq 2m - 1 > v_{f_1}(-U_2) + m - \epsilon_1\), we conclude that \(f_2 \in \text{supp}(A)\). As already remarked, we have \(f_2 \neq g_2\). Consequently,

\[
f_2 = g_1 \quad \text{or} \quad f_2 = -zg_1 + g_2 \quad \text{for some} \ z \in [1, m - 1].
\]
Observe, however, that the roles of $U_1$ and $-U_2$ are now symmetric (we have the same information about $-U_2$ that we did about $U_1$ before CASE 4.1.1). Thus, if $f_2 = -zf_1 + g_2$ for some $z \in [1, m-1]$, then, swapping the roles of $U_1$ and $-U_2$, we fall under the hypotheses of CASE 4.1.1, and the proof is complete by those prior arguments. So, combined with the subcase hypothesis, we may instead assume

\[(15) \quad f_2 = g_1 \quad \text{and} \quad f_1 = g_2.\]

Now $v_{f_1}(A) \leq m - 1$ and $v_{f_2}(A) = v_{g_1}(A) \leq m - 1$ in view of $s_1 = s_2 = 1$. Consequently, since $|A| \geq 2m - 1$, we conclude from (15) that $-yf_1 + f_2 = -zf_1 + g_2 = -zf_2 + f_1$ for some $y, z \in [1, m-1]$. Thus

\[0 = (1+y)f_1 - (1+z)f_2 = (1+y)f_1' + (\alpha(1+y) - 1 - z)f_2,\]

which, in view of $y \in [1, m - 1]$, is only possible if $y = m - 1$ and

\[0 \equiv \alpha(1+y) - 1 - z \equiv \alpha m - 1 - z \mod mn.\]

The above congruence implies that $z \equiv \alpha m - 1 \mod mn$, which, in view of $z \in [1, m-1]$, is only possible if $z = m-1$ and $\alpha m \equiv m \mod mn$. Thus $mg_2 = mf_1 = m(f_1' + \alpha f_2) = mf_2$, contradicting (14) and completing CASE 4.1.

CASE 4.2: $n = 2$.

Since $s_1, s_2 \in [1, n-1] = [1, 1]$, we conclude that $s_1 = s_2 = 1$. We also have $m \geq 3$ and $\epsilon_1, \epsilon_2 \geq 2$ in view of $n = 2$ (the latter per (d) and (e) in Main Proposition 5.4). Now

\[
U_1 = f_1^{m-1}f_2^{m+\epsilon_1} \prod_{i=1}^{m-\epsilon_1} (-y_i f_1 + f_2) \quad \text{and} \quad -U_2 = g_1^{m-1}g_2^{m+\epsilon_2} \prod_{i=1}^{m-\epsilon_2} (-z_i g_1 + g_2)
\]

with \(\text{ord}(f_1) = \text{ord}(f_2) = \text{ord}(g_1) = \text{ord}(g_2) = 2m\) and (as remarked after Main Proposition 5.4)

\[(16) \quad mf_1 = mf_2 = mg_1 = mg_2.
\]

Observe that

\[
\frac{3}{2}m - 1 \leq |A| \leq \frac{3}{2}m \quad \text{and} \quad \frac{3}{2}m - 1 \leq |B| = |C| \leq \frac{3}{2}m - 1.
\]

If neither $f_2$ nor $g_2$ is a term from $A$, then $(-f_2)^mg_2^n$ will be a subsequence of $U_3$ which is zero-sum (in view of (16)) and has length $2m < 3m - 2 \leq |U_3|$, contradicting that $U_3$ is an atom. Therefore

\[(17) \quad f_2 \in \text{supp}(A) \quad \text{or} \quad g_2 \in \text{supp}(A).
\]

We handle several subcases.

CASE 4.2.1: $f_2 = g_2$.

We may w.l.o.g. assume $\epsilon_1 \leq \epsilon_2$. Then $v_{f_2}(A) = m + \epsilon_1$ and $v_{f_2}(B) = 0$. As remarked after Main Proposition 5.4, we have $y_i \leq \epsilon_1$ and $z_j \leq \epsilon_2$ for all $i$ and $j$. Also, since there are precisely $2m > 3m - 1 - \left(\frac{3}{2}m - 1\right) \geq D(G) - |B|$ terms of $U_1$ of the form $-xf_1 + f_2$ with $x \in [0, m - 1]$, and since $v_{f_2}(B) = 0$, it follows that

\[
yf_1 - f_2 \in \text{supp}(-B) \quad \text{for some} \quad y \in [1, \epsilon_1] \subseteq [1, m - 1].
\]

Now, since $v_{f_2}(B) = 0$, we have $v_{f_2}(B) \geq |B| - (m - \epsilon_1) \geq \frac{m}{2} - 1 + \epsilon_1 \geq \epsilon_1$. Thus $(-f_1)^y(yf_1 - f_2)$ is a subsequence of $-B$. If $f_2 = g_2 \in \text{supp}(C)$, then $(-f_1)^y(yf_1 - f_2)f_2$ would be a zero-sum subsequence of $U_3$ of length $y + 2 \leq m + 1 < 3m - 2 \leq |U_3|$, contradicting that $U_3$ is an atom. Therefore we may instead assume $v_{g_2}(C) = 0$. But now, repeating the prior arguments for $-U_2$ instead of $U_1$, we find that

\[-zf_1 + g_2 = -zf_1 + f_2 \in \text{supp}(C) \quad \text{for some} \quad z \in [1, \epsilon_2] \subseteq [1, m - 1]
\]

and that $v_{g_2}(C) \geq |C| - (m - \epsilon_2) \geq \frac{m}{2} - 1 + \epsilon_2 \geq \epsilon_2$. Thus $g_1^z(-zf_1 + g_2)(-f_1)^y(yf_1 - f_2)$ is a zero-sum subsequence of $U_3$ of length $z + y + 2 \leq \epsilon_1 + \epsilon_2 + 2 \leq 2m < 3m - 2 \leq |U_3|$ (in view of $m \geq 3$), contradicting that $U_3$ is an atom and completing the subcase.

CASE 4.2.2: $f_2 = g_1$ or $g_2 = f_1$. 
By symmetry, we may w.l.o.g. assume
\[ f_2 = g_1. \]
Then \( v_{f_2}(A) = v_{g_1}(A) = m - 1 \), meaning \( v_{g_1}(C) = v_{f_2}(C) = 0 \) and \( \epsilon_1 + 1 \geq v_{-f_2}(-B) \geq \epsilon_1. \)

Suppose \( g_2 = f_1 \). Then \( v_{f_1}(A) = v_{g_2}(A) = m - 1 \), yielding \( v_{g_2}(C) = v_{f_1}(C) \geq \epsilon_2 \) and \( \frac{3}{2}m \geq |A| \geq v_{f_2}(A) + v_{f_1}(A) = 2m - 2 \), which is only possible if \( 3 \leq m \leq 4 \) with \( |A| = 2m - 2 \) and \( |V_1| = 2 \). In this case,
\[
( -f_2)^{\epsilon_1} f_1^{\epsilon_2} \prod_{i=1}^{m-\epsilon_1} (y_i f_1 - f_2) \prod_{i=1}^{m-\epsilon_2} (-z_i f_2 + f_1) | U_3.
\]
Thus, if \( \epsilon_1 = \epsilon_2 = m - 1 \), then \( \prod_{i=1}^{m-\epsilon_1} (y_i f_1 - f_2) \prod_{i=1}^{m-\epsilon_2} (-z_i f_2 + f_1) \) is a proper subsequence of \( U_3 \) with sum \((m - 1)f_1 - f_2 - (m - 1)f_2 + f_1 = m f_1 - m f_2 = 0 \) (in view of (16)), contradicting that \( U_3 \) is an atom. Therefore we may w.l.o.g. assume that \( \epsilon_1 \leq m - 2 \). Hence, since \( \epsilon_1 \in [2, m - 1] \) for \( n = 2 \), it follows that \( m = 4 \) with \( 2 \leq \epsilon_1 \leq m - 2 \), so that \( \epsilon_1 = 2 \). Consequently, since \( y_1 + g_2 = m - 1 = 3 \) with \( y_1 \in [1, \epsilon_1] = [1, 2] \), we see that w.l.o.g. \( g_1 = 1 \) and \( g_2 = 2 \). Likewise, if \( \epsilon_2 = 2 \), then w.l.o.g. \( z_1 = 1 \) and \( z_2 = 2 \), while if \( \epsilon_2 = 3 = m - 1 \), then \( z_1 = m = 1 + 3 \). In the former case, \( (-2f_1 + f_1)(f_1 - f_2)(2f_1 - f_2) \) is a proper zero-sum subsequence of \( U_3 \) (in view of (16) and \( m = 4 \)), while in the latter case, \( (-3f_1 + f_1)(2f_1 - f_2) f_1 \) is a proper zero-sum subsequence of \( U_3 \) (again, in view of (16) and \( m = 4 \)), both contradicting that \( U_3 \) is an atom. So we instead conclude that \( g_2 \neq f_1 \).

Suppose next that \( f_1, g_2 \in \text{supp}(A) \). In view of \( g_2 \neq f_1 \) and \( g_1 = f_2 \), this is only possible if \( f_1 = z g_1 + g_2 = -z f_2 + g_2 \) and \( g_2 = -y f_1 + f_2 \) for some \( y \in [1, m - 1] \) and \( z \in [1, m - 1] \).

Thus \( f_1 + \alpha f_2 = f_1 = -z f_2 + g_2 = -z f_2 - y f_1 + f_2 = -y f_1 + (1 - z - \alpha y) f_2 \).

However, since \( y \in [1, m - 1] \), this is only possible if \( y = m - 1 \) and \( 1 - z - \alpha y = 1 - z - \alpha (m - 1) \equiv \alpha \) mod \( 2m \). Hence \( z \equiv 1 - \alpha m \mod 2m \), which, in view of \( z \in [1, m - 1] \), is only possible if \( z = 1 \) with \( \alpha m \equiv 0 \mod 2m \), implying \( m f_1 = m f_1 + \alpha m f_2 = 0 \). Since this contradicts that \( \text{ord}(f_1) = 2m > m \), we may now assume
\[
 f_1 \notin \text{supp}(A) \quad \text{or} \quad g_2 \notin \text{supp}(A).
\]

Suppose \( f_1 \notin \text{supp}(A) \). Then \( A \setminus \{ f_2 \} \prod_{i=1}^{m-\epsilon_1} (y_i f_1 - f_2) \prod_{i=1}^{m-\epsilon_2} (-z_i f_2 + f_1) \geq 3 \), then, since \( g_1 = f_2 \), we must have \( -y f_1 + f_2 = -z g_1 + g_2 \) and \( -y' f_1 + f_2 = -z' g_1 + g_2 \) for some distinct \( y, y' \in [1, m - 1] \) and distinct \( z, z' \in [0, m - 1] \), implying
\[
(y - y') f_1 + \alpha (y - y') f_2 = (y - y') f_1 = (z - z') g_1 = (z - z') f_2.
\]

Thus \( y \equiv y' \mod m \), which, in view of \( y, y' \in [1, m - 1] \), forces \( y = y' \), contrary to assumption. Therefore we must instead have
\[
|\text{supp}(A)| = 2.
\]
Let \( -y f_1 + f_2 \) be the element of \( \text{supp}(A) \setminus \{ f_2 \} \), where \( y \in [1, m - 1] \). Then \( -y f_1 + f_2 \) has multiplicity at least \( v_{-y f_1 + f_2}(A) = |A| - v_{f_2}(A) = |A| - (m - 1) \geq \frac{m}{2} \). Consequently, \( \frac{m}{2} y \leq v_{-y f_1 + f_2}(A) y \leq y_1 + \ldots + y_{m - \epsilon_1} = m - 1 \), which together with \( y \in [1, m - 1] \) ensures that \( y = 1 \), so that \( -f_1 + f_2 \in \text{supp}(A) \).

Since \( -f_1 + f_2 \in \text{supp}(A) \), we conclude that \( g_1 = f_2 \), it follows that
\[
 -f_1 + f_2 = -z g_1 + g_2 = -z f_2 + g_2 \in \text{supp}(A) \quad \text{for some} \, \, \, z \in [0, \epsilon_2].
\]

If \( z = 0 \), then \( m g_2 = -m f_1 + m f_2 = 0 \) (in view of (16)), contradicting that \( \text{ord}(g_2) = 2m \). Therefore we must have \( z \in [1, m - 1] \). Then \( -z g_1 + g_2 = -f_1 + f_2 \) has multiplicity at least \( v_{-z g_1 + g_2}(A) = v_{-f_1 + f_2}(A) =
\( v_{-yg_1+f_2}(A) \geq \frac{m}{2}. \) Consequently, \( \frac{m}{2}z \leq v_{-yg_1+g_2}(A)z \leq z_1 + \ldots + z_{m-\epsilon_2} = m-1, \) which together with \( z \in [1,m-1] \) ensures that \( z = 1. \) Thus
\[-f_1 + f_2 = -zg_1 + g_2 = -zf_2 + g_2 = -f_2 + g_2.\]
Hence \( g_2 = -f_1 + 2f_2 \) and \( \text{supp}(A) = \{f_2, -f_1 + f_2\} = \{g_1, -g_1 + g_2\}. \)

Since \( f_1 \notin \text{supp}(A), \) we have
\[(18)\quad v_{-f_1}(-B) \geq v_{f_1}(U_1) - 1 = m - 2,\]
with equality only possible if \( |V_1| = 3 \) with \( w_1 = f_1. \) Since \( f_2 = g_1 \) with \( v_{f_2}(A) = v_{g_1}(A) = m-1, \) we have
\[v_{-f_2}(-B) \geq v_{f_2}(U_1) - 1 - v_{f_2}(A) = \epsilon_1 \geq 2\]
(recall that \( \epsilon_2 \geq 2 \) for \( n = 2). \) Since \( g_2 = -f_1 + 2f_2 \notin \{f_1 + f_2, f_2 = g_1\} = \text{supp}(A), \) we have
\[v_{-f_1+2f_2}(C) = v_{g_2}(C) \leq v_{g_2}(-U_2) = 1 = m + \epsilon_2 - 1 \geq m + 1.\]
Since \( -y_{-f_1} + f_2 \equiv -f_1 + f_2 \in \text{supp}(A), \) we know \( y_k = 1 \) for some \( k \in [1,m-\epsilon_1]. \) If \( y_1 = 1 \) for all \( i \in [1,m-\epsilon_1], \) then \( y_1 + \ldots + y_{m-\epsilon_1} = m-1 \) forces \( \epsilon_1 = 1, \) contradicting that \( \epsilon_1 \geq 2 \) for \( n = 2. \) Therefore we may instead assume there is some \( y_j \geq 2 \) with \( j \in [1,m-\epsilon_1]. \) Then, since \( y_1 + \ldots + y_{m-\epsilon_1} = m-1 \) with at least one \( y_k = y = 1, \) we conclude that \( 2 \leq y_j \leq m-2, \) implying \( m \geq 4. \)

Since \( \text{supp}(A) = \{f_2, -f_1 + f_2\}, \) we must either have \( y_jf_1 - f_2 \in \text{supp}(-B) \) or \( w_1 = -y_jf_1 + f_2. \) In the former case,
\[(y_jf_1 - f_2)(-f_1 + 2f_2)(-f_1)^{y_j-1}(-f_2)\]
is a zero-sum subsequence of \( U_3 \) of length \( y_j + 2 \leq m < 3m-2 \leq |U_3|, \) contradicting that \( U_3 \) is an atom. In the latter case, \( |V_3| = 3 \) and we have strict inequality in \( (18), \) in which case
\[(-f_1)^{m-1}(-f_2)^2(-f_1 + 2f_2)^{m+1}\]
is a zero-sum subsequence of \( U_3 \) having length \( 2m + 2 < 3m - 1 = |U_3| \) (in view of \( m \geq 4), \) contradicting that \( U_3 \) is an atom. So we may now assume
\[f_1 \in \text{supp}(A) \quad \text{and} \quad g_2 \notin \text{supp}(A).\]

Since \( g_2 \notin \text{supp}(A), \) we have \( A | g_1^{m-1} \prod_{i=1}^{m-\epsilon_2}(-z_i g_1 + g_2) = f_2^{m-1} \prod_{i=1}^{m-\epsilon_2}(-z_i f_2 + g_2). \) Thus, since \( f_1 \in \text{supp}(A), \) we have
\[f_1 = -xg_1 + g_2 = -xf_2 + g_2 \quad \text{for some} \quad x \in [1,m-1].\]
If \( \text{supp}(A) \neq \{f_2, f_1\}, \) then \(-y f_1 + f_2 = -z g_1 + g_2 \) for some \( y, z \in [1,m-1]. \) In this case,
\[-y f_1 + (1-\alpha y)f_2 = -y f_1 + f_2 = -z g_1 + g_2 = -zf_2 + (xf_2 + f_1) = f_1 + (x-z+\alpha)f_2.\]
Thus, since \( y \in [1,m-1], \) it follows that \( y = m-1 \) with \( x-z \equiv 1-\alpha m \mod 2m. \) Since \( x-z \in [-m-2, m-2] \) (in view of \( x, y \in [1,m-1]), \) we conclude that \( x-z = 1 \) with \( \alpha m \equiv 0 \mod 2m. \) But this means \( mf_1 = mf_1 + \alpha mf_2 = 0, \) contradicting that \( \text{ord}(f_1) = 2m. \) Therefore, we instead conclude that
\[\text{supp}(A) = \{f_1, f_2\},\]
whence \( v_{-yg_1+g_2}(A) = v_{f_1}(A) = |A| - v_{f_2}(A) = |A| - m + 1 \geq \frac{m}{2}. \) Thus \( f_1 = -xg_1 + g_2 = -g_1 + g_2 \) in view of \( \frac{m}{2}x \leq v_{-yg_1+g_2}(A)x \leq z_1 + \ldots + z_{m-\epsilon_2} = m-1 \) with \( x \in [1,m-1]. \) But this implies \( mf_1 = -mg_1 + mg_2 = 0 \) (in view of \( (16))\), contradicting that \( \text{ord}(f_1) = 2m, \) which completes CASE 4.2.2.

CASE 4.2.3: \( f_1 = g_1 \)
Applying this estimate in (20) along with the pigeon-hole principle, we conclude that either

$$f_2 = -xg_1 + g_2 = -xf_1 + g_2$$

for some $x \in [1, m - 1]$.

Likewise, if $g_2 \in \text{supp}(A)$, then $g_2 = -yf_1 + f_2$ for some $y \in [1, m - 1]$, implying

$$f_2 = -xg_1 + g_2 = -xf_1 - yf_1 + f_2,$$

in which case $(x + y)f_1 = 0$ with $x + y \in [2, 2m - 2]$, contradicting that $\text{ord}(f_1) = 2m$. Therefore we conclude that $g_2 \notin \text{supp}(A)$. As a result, all elements in $\text{supp}(A) \setminus \{g_1\}$ have the form $-zg_1 + g_2 = -z_i f_1 + g_2$ with $z_i \in [1, m - 1]$.

Let $-zg_1 + g_2 \in \text{supp}(A) \setminus \{g_1\}$ be arbitrary. Let us show that $z \geq x$. If $z = x$, this is trivial, so suppose $z \neq x$. Then $-yf_1 + f_2 = -zg_1 + g_2 = -z_1 + g_2$ for some $y \in [1, m - 1]$. In this case, (19) implies

$$-yf_1 + f_2 = -z_1 + g_2 = -z_1 + (xf_1 + f_2),$$

yielding $(x-z+y)f_1 = 0$. Consequently, since $\text{ord}(f_1) = 2m$ with $x - z + y \in [-(m - 1), +2(2m - 1)] = [-m + 3, 2m - 3]$, we see that $z = x + y \geq x + 1$, as claimed.

All terms of $A$ not equal to $g_1 = f_1$ have the form $-z_i g_1 + g_2$. There are at least $|A| - \nu_{g_1}(A) = |A| - m + 1 \geq \frac{m}{2}$ such terms all with $z_i \geq x$ as shown above. Consequently, $\frac{m}{2} x \leq z_1 + \ldots + z_{m - c} = m - 1$, which implies $x = 1$. Hence

$$f_2 = -xg_1 + g_2 = -f_1 + g_2,$$

which yields $mf_2 = -m f_1 + mg_2 = 0$ (in view of (16)), contradicting that $\text{ord}(f_2) = 2m$ and completing the subcase.

CASE 4.2.4: $\{f_1, f_2\} \cap \{g_1, g_2\} = \emptyset$.

Let

$$a_i = \nu_{-f_1 + f_2}(A) \quad \text{and} \quad b_i = \nu_{-g_1 + g_2}(A) \quad \text{for} \quad i \in [1, m - 1].$$

Let

$$c = \gcd \left( \prod_{i=1}^{m-c_2} (-z_i g_1 + g_2), \prod_{i=1}^{m-c_1} (-y_i f_1 + f_2) \right).$$

Thus $c$ counts the number of terms of $A$ simultaneously equal to some $-y_i f_1 + f_2$ as well as some $-z_i g_1 + g_2$. In view of the hypothesis $\{f_1, f_2\} \cap \{g_1, g_2\} = \emptyset$, we see that every term of $A$ is either equal to some $-y_i f_1 + f_2$ or to some $-z_i g_1 + g_2$. As a result, the inclusion-exclusion principle gives

$$\sum_{i=1}^{m-1} a_i + \sum_{i=1}^{m-1} b_i - c = |A| \geq \frac{3}{2} m - 1. $$

Note $-f_1 + f_2$ and $-g_1 + g_2$ have order $m$ (in view of (16)), meaning $\{-f_1 + f_2, -g_1 + g_2\} \cap \{f_1, f_2, g_1, g_2\} = \emptyset$. Consequently, if $-f_1 + f_2$ occurs in $A$, then it must be equal to some $-z_1 g_1 + g_2$ with $z \in [1, m - 1]$. It follows that $c \geq a_1$. Likewise, if $-g_1 + g_2$ occurs in $A$, then it must be equal to some $-y_1 f_1 + f_2$, so that $c \geq b_1$. Averaging these estimates, we obtain

$$c \geq \frac{a_1 + b_1}{2}. $$

Applying this estimate in (20) along with the pigeon-hole principle, we conclude that either

$$\frac{1}{2} a_1 + \sum_{i=2}^{m-1} a_i \geq \frac{3}{4} m - \frac{1}{2} \quad \text{or} \quad \frac{1}{2} b_1 + \sum_{i=2}^{m-1} b_i \geq \frac{3}{4} m - \frac{1}{2}. $$
and we w.l.o.g. assume the former:

\[(21) \quad \frac{1}{2}a_1 + \sum_{i=2}^{m-1} a_i \geq \frac{3}{4}m - \frac{1}{2}.
\]

By definition of the \(a_i\), we have

\[(22) \quad a_1 + \sum_{i=2}^{m-1} 2a_i \leq a_1 + 2a_2 + 3a_3 + \ldots + (m-1)a_1 \leq y_1 + \ldots + y_{m-1} = m - 1.
\]

Combining (21) and (22) yields

\[\frac{3}{2}m - 1 \leq 2\left(\frac{a_1}{2} + \sum_{i=2}^{m-1} a_i\right) \leq m - 1,
\]

which is a contradiction, concluding CASE 4.

If \(|U_3| = D(G)|\), then it possible to also apply Main Proposition 5.4 to \(U_3\) and (by symmetry) re-index the \(U_i\) with \(i \in [1,3]\) in any fashion. Consequently, if one of \(U_1, U_2\) or \(U_3\) has the same type from among \(I(a), I(b)\) and II, then we may w.l.o.g. re-index the \(U_i\) so that \(U_1\) and \(-U_2\) have the same type and apply CASE 1, 2 or 4 to yield the desired conclusion (note \(U_i\) and \(-U_i\) have the same type). On the other hand, if \(U_1, U_2\) and \(U_3\) have distinct types \(I(a), I(b)\) and II, then we my re-index the \(U_i\) so that \(U_1\) has type \(I(b)\) and \(-U_2\) has type \(I(a)\), in which case CASE 3 completes the proof. In summary, the proof is now complete when \(|U_3| = D(G)|\), so we instead assume

\[|U_3| = D(G) - 1.
\]

By Assertion A, this is only possible if

\[|V_1| = 2, \quad |A| = \frac{D(G) + 1}{2} \quad \text{and} \quad |B| = |C| = \frac{D(G) - 1}{2} \quad \text{with} \quad D(G) = mn + m - 1 \text{ odd},
\]

which we now assume for the final two cases of the proof, where by symmetry we now assume \(-U_2\) has type II.

CASE 5: \(U_1\) is of type \(I(b)\) and \(-U_2\) is of type II, say

\[U_1 = e_1^{m-1} \prod_{i=1}^{mn} (x_i, e_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{m-1} f_2^{(n-s)m+1} \prod_{i=1}^{m-\epsilon} (-y_i, f_1 + f_2),
\]

where \(\{e_1, e_2\}\) is a basis for \(G\) with \(\text{ord}(e_2) = mn > m\) and \(\text{ord}(e_1) = m\), where \(\{f_1, f_2\}\) is a generating set for \(G\) with \(\text{ord}(f_2) = mn\) and \(\text{ord}(f_1) \geq 2m\), and where \(y_1 + \ldots + y_{m-1} = m - 1\) with \(y_i \in [1, m - 1]\), \(\epsilon \in [2, n - 1]\) and \(s \in [1, n - 1]\). Moreover, either \(s = 1\) or \(mf_1 = mf_2\), with both holding when \(n = 2\).

Since \(|A| \geq \frac{3}{2}m > m - 1\), we must have \(f_\nu \in \text{supp}(A)\) for some \(\nu \in [1, 2]\). Since \(\text{ord}(f_\nu) \geq 2m > m = \text{ord}(e_1)\), we cannot have \(f_\nu = e_1\). Thus \(f_\nu \in \langle e_1 \rangle + e_2\). It is easily noted that any \(g \in \langle e_1 \rangle + e_2\) has \(\text{ord}(g) = \text{ord}(e_2) = mn\). Moreover, \(U_1\) will also have type \(I(b)\) using the basis \(\{e_1, g\}\) replacing each \(x_i\) with \(x_i - \alpha\), where \(g = \alpha e_1 + e_2\). Consequently, since \(f_\nu \in \langle e_1 \rangle + e_2\) for some \(\nu \in [1, 2]\), we see that we may w.l.o.g. assume

\[(23) \quad f_1 = e_2 \quad \text{or} \quad f_2 = e_2.
\]

CASE 5.1: \(n \geq 3\)

Let us first show that

\[(24) \quad mf_2 = me_2.
\]

If \(s > 1\), then this follows from Main Proposition 5.4 and (23). If \(s = 1\), then \(|A| = \frac{(m+s)m}{2} \geq 2m > 2m - 2\) (in view of \(n \geq 3\), whence \(f_2 \in \text{supp}(A)\)). Hence, by the argument above CASE 5.1, we may w.l.o.g. assume \(f_2 = e_2\), implying \(mf_2 = me_2\) in this case as well. Thus (24) is established.
Let $H = \langle me_2 \rangle$. Then $G/H \cong C_m^2$. Since $n \geq 3$, we have $|C| = |B| = \frac{mn + m - 2}{2} \geq 2m - 1 = D(G/H)$. Let $B' \mid B$ be a subsequence with $|B'| = 2m - 1$ and let $B' = e_1' b_1 \cdots b_{2m-1-t}$, where $\nu_{e_1}(B') = t \in [0, m-1]$. Then we may w.l.o.g. assume $b_i = x_i e_1 + e_2$ for $i \in [1, 2m-1-t]$. Since $2m - 1 - t \leq 2m - 1$ and since $t \leq m - 1$, it is readily seen that the only way $B'$ can contain a nontrivial subsequence $T \mid B'$ with $\sigma(T) \in H = \langle me_2 \rangle$ is if $T$ contains precisely $m$ terms from $b_1 \cdots b_{2m-1-t}$, in which case $\sigma(T) = me_2$.

Consequently, since $|B'| = 2m - 1 = D(G/H)$, we conclude that there exists a subsequence $T \mid B'$ with

$$\sigma(T) = me_2 = mf_2 \quad \text{and} \quad |T| \leq m + t \leq 2m - 1.$$  

Moreover, $T$ will be a proper subsequence of $B$ unless $n = 3$ (so that $2m - 1 = |B| = |B'| = |T|$) and (w.l.o.g. re-indexing the $x_i e_1 + e_2$)

$$B = e_1^{m-1} \prod_{i=1}^{m} (x_i e_1 + e_2) \quad \text{with} \quad \sum_{i=1}^{m} x_i \equiv 1 \mod m.$$  

Since $|C| \geq 2m - 1$, Lemma 5.5 ensures that there is a subsequence $R \mid C$ with $\sigma(R) = mf_2$ and $|R| \leq 2m - 1$. Moreover, $R$ will be a proper subsequence unless $n = 3$ and

$$C = f_1^{m-1} f_2^{m-\epsilon} \prod_{i=1}^{m-\epsilon} (-y_i f_1 + f_2).$$  

Now $(-T)R$ is a nontrivial zero-sum subsequence of $(-B)C = U_3$. Since $U_3$ is an atom, this is only possible if $T = B$ and $R = C$. Thus $n = 3$ and

$$U_3 = (e_1)^{m-1} \prod_{i=1}^{m-\epsilon} (-x_i e_1 - e_2) f_1^{m-1} f_2^{m-\epsilon} \prod_{i=1}^{m-\epsilon} (-y_i f_1 + f_2),$$  

where $\sum_{i=1}^{m} x_i \equiv 1 \mod m$ and $\sum_{i=1}^{m} y_i = m - 1$. Since $\nu_{f_2}(-U_2) = (n-s)m + \epsilon \geq m + \epsilon > \epsilon$, we conclude that $f_2 \in \text{supp}(A)$, whence (as argued before CASE 5.1) we may w.l.o.g. assume $e_2 = f_2$. As a result, we see that $(-x_1 e_1 - e_2)(-y_1 f_1 + f_2) f_2^{m_i} (e_1)^z$, where $z \in [0, m-1]$ is the integer such that $z + x_1 \equiv 0 \mod m$, will be a zero-sum subsequence of $U_3$ of length $2 + y_1 + z \leq 2m < 4m - 2 = |U_3|$, contradicting that $U_3$ is an atom.

CASE 5.2: $n = 2$.

This is similar to CASE 4.2, we now have $\text{ord}(e_2) = \text{ord}(f_2) = \text{ord}(f_1) = 2m$, $s = 1$, $\epsilon \geq 2$, $m \geq 4$ even (since $D(G) = 3m - 1$ is odd), and

$$m f_1 = m f_2 = me_2,$$

with

$$U_1 = e_1^{m-1} \prod_{i=1}^{2m} (x_i e_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{m-1} f_2^{m+\epsilon} \prod_{i=1}^{m-\epsilon} (-y_i f_1 + f_2).$$  

We handle several subcases.

CASE 5.2.1: $e_1 = -f_1 + f_2$.

Let $t$ be the number of terms from $C$ of the form $-y f_1 + f_2$ with $y \in [1, m-1]$. Then, since $e_1 = -f_1 + f_2$, we see that $\nu_{e_1}(A) \leq m - \epsilon - t$, so that

$$\nu_{-e_1}(-B) \geq \epsilon - 1 + t.$$  

By (23), we have $f_1 = e_2$ or $f_2 = e_2$. In either case, the hypothesis $e_1 = -f_1 + f_2$ ensures that $f_1, f_2 \in \langle e_1 \rangle + e_2$. Thus there are $|C| - t = \frac{3}{2}m - 1 - t$ terms of $C$ from $\langle e_1 \rangle + e_2$, say $e_1, \ldots, e_{t_1} \mid C$ with $e_i \in \langle e_1 \rangle + e_2$ and $t_1 = \frac{3}{2}m - 1 - t$, and there are (by (26))

$$t_2 := |B| - \nu_{-e_1}(-B) \leq \frac{3}{2}m - 1 - (\epsilon - 1 + t) = \frac{3}{2}m - \epsilon - t \leq \frac{3}{2}m - 2 - t.$$  

terms of \(-B\) from \(\langle e_1 \rangle - e_2\), say \(b_1 \cdots b_{t_2}| -B\) with \(b_i \in \langle e_1 \rangle - e_2\) and \(t_2 < t_1\). Consequently, 
\((-e_1)^{y_{-e_1}}(-B)(b_1 + e_1) \cdots (b_{t_2} + e_2) \in \mathcal{F}(e_1))\) is a sequence of terms from \(\langle e_1 \rangle \cong C_m\) of length \(|B| = \frac{3}{2} m - 1 > m = D(\langle e_1 \rangle)\). Thus the proper (in view of \(t_1 > t_2\)) subsequence \((-e_1)^{y_{-e_1}}(-B)b_1 \cdots b_{t_2} e_1 \cdots e_{t_2}\) of \((-B)C = U_3\) contains a nontrivial zero-sum subsequence, contradicting that \(U_3\) is an atom.

**CASE 5.2.2:** \(f_2 \in \text{supp}(A)\).

In this case, we may assume 
\(f_2 = e_2\) per the argument before CASE 5.1.

First suppose that \(e_1 \notin \text{supp}(A)\). Then \(\nu_{-e_1}(-B) = m - 1\). Since \(|B| = \frac{3}{2} m - 1 > m - 1\), there must be some \(-xe_1 - e_2 \in \text{supp}(-B)\). If \(\nu_{e_1}(C) = \nu_{f_2}(C) > 0\), then \((-xe_1 - e_2)e_2(-e_1)^2\), where \(z \in [0, m - 1]\) is the integer with \(z + x \equiv 0 \mod m\), will be a zero-sum subsequence of \(U_3\) of length \(z + 2 \leq m + 1 < 3m - 2 = |U_3|\), contradicting that \(U_3\) is an atom. Therefore we instead assume 
\(\nu_{f_2}(C) = 0\). Thus \(m - 1 \geq \nu_{f_2}(C) \geq |C| - (m - e) = \frac{m}{2} - 1 + e > \frac{m}{2}\), implying \(e \leq \frac{m}{2}\), and there are at least \(|C| - m + 1 \geq \nu_{f_2}(C) > 0\) terms in \(C\) of the form \(-yi_1 + e_2 + c\), where \(y \in [1, \frac{m}{2}]\). Let 
\(-yf_1 + e_2 \in \text{supp}(C)\) with the \(y \equiv 1 \mod 2m\). Hence, since \(y \in [1, m - 1]\), we conclude that 
\(y = 1\), which is contrary to our above assumption. So we may instead assume \(f_1 \notin \text{supp}(A)\), implying 
\(\nu_{f_1}(C) = m - 1\).

Each term of \(A\) equal to \(e_1 = -yf_1 + f_2 = -yf_1 + e_2\) is also equal to some \(-yf_1 + f_2\). Thus 
\(3\nu_{e_1}(A) \leq \nu_{e_1}(A) \leq y_1 + \cdots + y_m - c = m - 1\), implying \(\nu_{e_1}(A) \leq \frac{m - 1}{3}\) and 
\(\nu_{-e_1}(-B) \geq \frac{2m - 2}{3} \geq \frac{m}{2}\).

Since \(\nu_{f_1}(C) = m - 1\), we find that there are precisely \(|C| - m + 1 = \frac{m}{2}\) terms of \(C\) either equal to \(e_2 = f_2\) or \(-yf_1 + e_2\) for some \(i\). Hence, since \(y_1 + \cdots + y_m - c = m - 1 = \nu_{f_1}(C)\) with the \(y_i \in [1, m - 1]\), we see that we can find disjoint subsequences \(T_1 \cdots T_{m/2} | C\) with each \(T_i \in \mathcal{F}(G)\) a subsequence having 
\(\sigma(T_i) = e_2\). There are at least \(|B| - m + 1 = \frac{m}{2}\) terms of \(-B\) of the form \(-xe_1 - e_2\), say \(b_1 \cdots b_{m/2} | -B\) with \(b_i \in \langle e_1 \rangle - e_2\) for all \(i\). Now \(\sigma(T_1) + b_1 \cdots \sigma(T_{m/2}) + b_{m/2}(-e_1)^{m/2} \in \mathcal{F}(\langle e_1 \rangle)\) is a subsequence of terms from \(\langle e_1 \rangle\) of length \(m = D(\langle e_1 \rangle)\). Consequently, the subsequence \(T_1 \cdots T_{m/2} | b_1 \cdots b_{m/2} | (-e_1)^{m/2}\) of \((-B)C = U_3\) contains a nontrivial zero-sum subsequence of length at most \(|T_1| + \cdots + |T_{m/2}| + m \leq |C| + m = \frac{3}{2} m - 1 < 3m - 2 = |U_3|\), contradicting that \(U_3\) is an atom and completing CASE 5.2.1.

**CASE 5.2.3:** \(f_2 \notin \text{supp}(A)\).

Since \(f_2 \notin \text{supp}(A)\), all terms of \(A\) not equal to \(f_1\) are equal to some \(-yf_1 + f_2\), and are at least 
\(|A| - m + 1 = \frac{m}{2} + 1\) such terms of \(A\). If \(y_1 \geq 2\) for all these terms, then we obtain the contradiction 
\(m + 2 \geq (\frac{m}{2} + 1)2 \leq y_1 + \cdots + y_m - c = m - 1\). Thus \(-f_1 + f_2 \in \text{supp}(A)\). If \(-f_1 + f_2 = xe_1 + e_2 \in \text{supp}(A)\) for some \(x \in Z\), then (25) implies 0 = \(-m f_1 + m f_2 = x e_1 + m e_2 = m e_2\), contradicting that \(\text{ord}(e_2) = 2m\). Therefore we instead conclude that \(-f_1 + f_2 = e_1\), so that CASE 5.2.1 completes the proof of CASE 5.
CASE 6: $U_1$ is of type I(a) and $-U_2$ is of type II, say

$$U_1 = e_1^{m_1-1} \prod_{i=1}^{m_1} (x_i e_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{m_1-1} f_2^{m_2} \prod_{i=1}^{m_2} (-y_i f_1 + f_2),$$

where $\{e_1, e_2\}$ is a basis for $G$ with $\text{ord}(e_2) = m$ and $\text{ord}(e_1) = mn > m$, where $\{f_1, f_2\}$ is a generating set for $G$ with $\text{ord}(f_2) = mn$ and $\text{ord}(f_1) \geq 2m$, and where $y_1 + \ldots + y_{m_1} = m - 1$ with $y_i \in [1, m_1 - 1]$, $\epsilon \in [1, m_1 - 1]$ and $s \in [1, n - 1]$. Moreover, either $s = 1$ or $m f_1 = m f_2$, with both holding when $n = 2$.

CASE 6.1: $n \geq 3$.

Since $|A| = \frac{mn+m}{2} > m$, we must have $e_1 \in \text{supp}(A)$. If $e_1 = -y_i f_1 + f_2$ for some $y_i \in [1, m_1 - 1]$, then we obtain the contradiction $|A| \leq v_{e_1}(A) + m \leq (m - \epsilon) + m \leq 2m - 1 < \frac{mn+m}{2} = |A|$ (in view of $n \geq 3$). Therefore either

$$e_1 = f_1 \quad \text{or} \quad e_1 = f_2.$$

Suppose $s = 1$. If $e_1 = f_2$, then $\frac{mn+m}{2} = |A| = v_{e_1}(A) = (n-1)m + \epsilon \geq mn - m + 1$, contradicting that $n \geq 3$. If $e_1 = f_1$, then $|A| \leq v_{e_1}(A) + m \leq v_{f_1}(-U_2) + m = 2m - 1 < \frac{mn+m}{2} = |A|$, again in view of $n \geq 3$, which is a contradiction. So (in view of (28)) we may instead assume $s > 1$, whence

$$mf_2 = mf_1 = me_1,$$

where the first equality follows from Main Proposition 5.4 and the second from (28).

The argument is now similar to CASE 5.1. Let $H = \langle me_1 \rangle$. Then $G/H \cong C_m^2$. Since $n \geq 3$, we have $|C| = |B| = \frac{mn+m}{2} \geq 2m - 1 = D(G/H)$. Let $B' | B$ be a subsequence with $|B'| = 2m - 1$. If $v_{e_1}(B') \geq m$, then $B'$ will contain a subsequence $T = e_1^m$ with $\sigma(T) = me_1$. If $v_{e_1}(B') < m$, then this is only possible if

$$B' = e_1^{m-1} \prod_{i=1}^{m} (x_i e_1 + e_2) \quad \text{with} \quad \sum_{i=1}^{m} x_i \equiv 1 \mod mn,$$

in which case it is easily seen that $T = B'$ is a subsequence of $B'$ with $\sigma(T) = me_1$. Since $|C| \geq 2m - 1$, Lemma 5.5 ensures that there is a subsequence $R | C$ with $\sigma(R) = mf_2$ and $|R| \leq 2m - 1$. Moreover, $R$ will be a proper subsequence unless $n = 3$ and

$$C = f_1^{m-1} f_2^{m_2} \prod_{i=1}^{m_2} (-y_i f_1 + f_2).$$

Now $(-T)R$ is a nontrivial zero-sum subsequence of $(-B)C = U_3$ (in view of (29)). Since $U_3$ is an atom, this is only possible if $T = B' = B$ and $R = C$. Thus $n = 3$ and

$$U_3 = (-e_1)^{m-1} \prod_{i=1}^{m} (-x_i e_1 - e_2) f_1^{m-1} f_2^{m_2} \prod_{i=1}^{m_2} (-y_i f_1 + f_2).$$

As a result, since $v_{f_2}(-U_2) = (n-s) m + \epsilon \geq m + \epsilon > m > \epsilon$, we conclude that $f_2 \in \text{supp}(A)$. Moreover, $v_{f_2}(A) \geq m + \epsilon - v_{f_2}(C) = m$. Hence, as the only term in $U_1$ with multiplicity at least $m$ is $e_1$ (recall $|\text{supp}(U_1)| \geq 3$ as remarked after Main Proposition 5.4), we conclude that $e_1 = f_2$, in which case $(-e_1)(f_2) = (-e_1)(e_1)$ is a proper zero-sum subsequence of $U_3$, contradicting that $U_3$ is an atom.

CASE 6.2: $n = 2$.

Similar to CASE 5.2, we now have $\text{ord}(e_1) = \text{ord}(f_2) = \text{ord}(f_1) = 2m$, $s = 1$, $\epsilon \geq 2$, $m \geq 4$ even (since $D(G) = 3m - 1$ is odd), and

$$mf_1 = mf_2 = me_1,$$

with

$$U_1 = e_1^{2m-1} \prod_{i=1}^{m} (x_i e_1 + e_2) \quad \text{and} \quad -U_2 = f_1^{m-1 + \epsilon} f_2^{m_2} \prod_{i=1}^{m_2} (-y_i f_1 + f_2).$$
Since $|A| = \frac{3}{2}m > m$, we must have $e_1 \in \text{supp}(A)$. We have three possibilities for $e_1$.

Suppose $e_1 = f_1$. Then $\nu_{e_1}(A) = \nu_{f_1}(A) = m - 1$, implying

$$\nu_{-e_1}(-B) = m$$

and $\nu_{f_1}(C) = 0$. Let $T = c_1 \cdot \ldots \cdot c_m \mid C$ be any length $m$ subsequence of $C$. As $\nu_{f_1}(C) = 0$, each $c_i = -z_i f_1 + f_2 = -z_i e_1 + f_2$ for some $z_i \in [0, m - 1]$ with

$$0 \leq z := z_1 + \ldots + z_m \leq y_1 + \ldots + y_{m-\epsilon} = m - 1.$$

Then $\sigma(T) = -zf_1 + mf_2 = (m-z)e_1$ (in view of (30) and $e_1 = f_1$), in which case $(-e_1)^{m-\epsilon}T$ is a zero-sum subsequence of $(-B)C = U_3$ of length $m - z + |T| \leq 2m < 3m - 2 = |U_3|$, contradicting that $U_3$ is an atom.

Suppose $e_1 = f_2$. Then $\nu_{e_1}(A) = \nu_{f_2}(A) = m + \epsilon \leq |A| = \frac{3}{2}m$, implying $\epsilon \leq \frac{m}{2}$;

$$\nu_{-e_1}(-B) = m - 1 - \epsilon \geq \frac{m}{2} - 1 > 0$$

and $\nu_{f_2}(C) = 0$. Since $\nu_{f_2}(A) = m + \epsilon$, it follows that there are at most $|A| - \nu_{f_2}(C) = \frac{m}{2} - \epsilon$ terms of $A$ of the form $-y_i f_1 + f_2 = -y_i f_1 + e_1$, meaning there are at least $m - \epsilon - (\frac{m}{2} - \epsilon) = \frac{m}{2}$ terms of $C$ of this form, say $b_1 \cdot \ldots \cdot b_{\ell} \mid C$ with w.l.o.g. $b_i = -y_i f_1 + f_2 = -y_i f_1 + e_1$ for $i \in [1, \ell]$ and $\ell \geq \frac{m}{2}$. If $b_i \geq 2$ for all $i \in [1, \ell]$, then we obtain the contradiction $m \leq 2\ell \leq b_1 + \ldots + b_{\ell} \leq y_1 + \ldots + y_{m-\epsilon} = m - 1$. Therefore we may assume $y_i = 1$ for some $i \in [1, \ell]$, meaning

$$-f_1 + e_1 \in \text{supp}(C).$$

Since $\nu_{f_2}(A) = m + \epsilon$, there are also at most $|A| - m - \epsilon = \frac{m}{2} - \epsilon$ terms of $A$ equal to $f_1$, whence $\nu_{f_1}(C) \geq m - 1 - (\frac{m}{2} - \epsilon) = \frac{m}{2} - 1 + \epsilon > 0$. Hence $f_1(-e_1)(-f_1 + e_1)$ is a zero-sum subsequence of $(-B)C = U_3$ of length $3 < 3m - 2 = |U_3|$, contradicting that $U_3$ is an atom.

It remains to consider the case when $e_1 = -y_1 f_1 + f_2$ for some $y \in [1, m - 1]$. Moreover, in view of (30) and $\text{ord}(e_1) = 2m$, we must have $y$ even, whence $y \geq 2$. Thus $2\nu_{e_1}(A) \leq y_1 + \ldots + y_{m-\epsilon} = m - 1$, implying $\nu_{e_1}(A) \leq \frac{m-1}{2}$. But now $\frac{3}{2}m = |A| \leq \nu_{e_1}(A) + m \leq \frac{m-1}{2} + m$, which is a proof concluding contradiction.

\[\square\]
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