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1. Introduction

Additive number theory, graph theory and factorization theory provide inexhaustible sources for combinatorial problems in finite abelian groups (cf. [Ma1, Ma2, E-G, D-M, Na, An]). Among them zero sum problems have been of growing interest. Starting points of recent research in this area were the Theorem of Erdős–Ginzburg–Ziv and a question of H. Davenport on an invariant which today carries his name.

This paper centres around the following problem: let $G$ be a finite abelian group and $D(G)$ Davenport's constant of $G$ (cf. Section 3). Consider a long minimal zero sequence resp. a long zero-free sequence $S$; where in this context long means that $D(G) - |S|$ is small. What can be said about the structure of $S$? There are simple, well known answers for cyclic groups and elementary 2-groups (cf. Propositions 4.1 and 4.2). Our aim is to derive similar results for more general groups. In Section 5 we study the action of the automorphism group and in Section 6 we ask after the order of elements in $S$. If the rank of $G$ is large, then all elements of $S$ may be pairwise distinct (Section 7). Conversely, if the exponent is large, then one element occurs with high multiplicity (Section 8). In Section 9 we develop a polynomial method which will be applied successfully to elementary $p$-groups in Section 10.

Most of the raised problems seem to be deep and we just can provide first answers. However, such structural questions arise naturally e.g. in factorization theory. Furthermore, solutions to them will allow further progress in determining Davenport's constant, a starting problem in this area (cf. Properties B and C in Section 10).

Mathematics subject classification numbers, 11B50, 11B75.
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2. Notations

Let \( \mathbb{N} \) denote the non-negative integers, \( \mathbb{N}_+ \) the positive integers and \( \mathbb{P} \subseteq \mathbb{N}_+ \) the set of prime numbers. For a prime \( p \in \mathbb{P} \), let \( v_p : \mathbb{N}_+ \rightarrow \mathbb{N} \) denote the \( p \)-adic exponent. Then \( n = \prod_{p \in \mathbb{P}} p^{v_p(n)} \) for every \( n \in \mathbb{N}_+ \).

Throughout, finite abelian groups will be written additively. For \( n \in \mathbb{N}_+ \), \( C_n = \mathbb{Z}/n\mathbb{Z} \) denotes the cyclic group with \( n \) elements. Whenever it is convenient, the elementary abelian \( p \)-group \( C_p^r \) with \( p \in \mathbb{P} \) and \( r \in \mathbb{N}_+ \) will be viewed as \( r \)-dimensional vector space over the field \( \mathbb{F}_p \).

Let \( G \) be a finite abelian group. Then \( G = C_{n_1} \oplus \cdots \oplus C_{n_r} \) with \( 1 < n_1 | \cdots | n_r \), where \( n_r = \exp(G) \) is the exponent of \( G \) and \( r \) is the rank of \( G \). Indeed, \( r \) is the maximal \( p \)-rank of \( G \) resp. the minimal number of generators of \( G \).

An (ordered) basis of \( G \) is an \( r \)-tuple \( (e_1, \ldots, e_r) \) with \( \text{ord}(e_i) = n_i \) for \( 1 \leq i \leq r \) such that \( G = \oplus_{i=1}^r \langle e_i \rangle \). Then every \( g \in G \) has a unique representation

\[
g = \sum_{k=1}^r v_k(g) e_k
\]

with \( v_k(g) \in \{0, \ldots, n_k - 1\} \) for \( 1 \leq k \leq r \).

In general, our notations and terminology will be consistent with the usual one in factorization theory (cf. the survey articles by Chapman, Halter-Koch and the second author in [An]). Let \( \mathcal{F}(G) \) denote the free abelian monoid with basis \( G \). The elements of \( \mathcal{F}(G) \) will be called sequences. The monoid homomorphism

\[
\sigma : \mathcal{F}(G) \rightarrow G \\
S = \prod_{\nu=1}^l g_\nu \mapsto \sum_{\nu=1}^l g_\nu
\]

maps a sequence to the sum of its elements. Let \( S = \prod_{\nu=1}^l g_\nu \in \mathcal{F}(G) \) be a sequence. Then \( S \) has a unique representation of the form

\[
S = \prod_{g \in G} g^{v_g(S)} \in \mathcal{F}(G)
\]

and \( |S| = \sum_{g \in G} v_g(S) = l \in \mathbb{N} \) is called the length of \( S \). We say that \( T \in \mathcal{F}(G) \) is a subsequence of \( S \) (\( T \) divides \( S \), \( S \) contains \( T \)) and write \( T \mid S \), if \( v_g(T) \leq v_g(S) \) for every \( g \in G \) (equivalently, \( ST^{-1} \in \mathcal{F}(G) \)). As usual, we say that \( T, T' \in \mathcal{F}(G) \) are disjoint subsequences of \( S \), if their product \( TT' \) divides \( S \). Furthermore, we set

\[
\gcd(S, T) = \prod_{g \in G} g^{\min\{v_g(S), v_g(T)\}}
\]

The identity element \( 1 \in \mathcal{F}(G) \) will be called the empty sequence, and we have
\[ |1| = 0. \] As usual, let
\[
\Sigma(S) = \{ \sigma(T) \mid T \text{ a non-empty subsequence of } S \}
\]
\[= \left\{ \sum_{\nu \in I} g_\nu \mid \emptyset \neq I \subseteq \{1, \ldots, l\} \right\}
\]
\[= \left\{ \sum_{g \in G} m_g g \mid 0 \leq m_g \leq v_g(S), \Sigma g \in G \right\}
\]
denote the set of sums of non-empty subsequences of \( S \). We say that the sequence \( S \) is

- **squarefree**, if \( v_g(S) \leq 1 \) for every \( g \in G \),
- **zerofree**, if \( 0 \notin \Sigma(S) \),
- **a zero sequence**, if \( \sigma(S) = \sum_{\nu=1}^{l} g_\nu = 0 \),
- **a minimal zero sequence**, if it is a zero sequence and each proper subsequence is zerofree,
- **a short zero sequence**, if it is a zero sequence with \( 1 \leq |S| \leq \exp(G) \).

In factorization theory zero sequences are called **blocks**. The set of blocks \( B(G) = \text{Ker}(\sigma) \) is a submonoid of \( \mathcal{F}(G) \). Its irreducible elements are just the minimal zero sequences, whose set will be denoted by \( \mathcal{U}(G) \). For more information the reader is referred to [Ch] and the survey articles in [An], in particular to [Ch-Ge].

For every \( 1 \leq k \leq r \) we set
\[ v_k(S) = \sum_{\nu=1}^{l} v_k(g_\nu) \in \mathbb{N}. \]
Clearly, \( S \) is a zero sequence if and only if
\[ v_k(S) \equiv 0 \mod n_k \]
for all \( 1 \leq k \leq r \).

Every group homomorphism \( \varphi : G \to H \) extends in a canonical way to a homomorphism
\[ \varphi : \mathcal{F}(G) \to \mathcal{F}(H) \]
\[ S = \prod_{\nu=1}^{l} g_\nu \mapsto \prod_{\nu=1}^{l} \varphi(g_\nu) \]
and obviously, \( |S| = |\varphi(S)| \).

### 3. Davenport’s constant

In this section we summarize simple facts and well known theorems on Davenport’s constant which will be used in the sequel without further quoting. A new result will be given at the end of the section.
For a finite abelian group $G$ Davenport's constant $D(G)$ is defined as the minimum of all $d \in \mathbb{N}_+$ such that for every sequence $S \in \mathcal{F}(G)$ with $|S| \geq d$ it follows that $0 \in \Sigma(S)$.

We set
\[
\mathcal{U}^*(G) = \{S \in \mathcal{U}(G) \mid |S| = D(G)\}.
\]

**Lemma 3.1.** Let $G$ be a finite abelian group.

1. 
\[
D(G) = \max\{|S| \mid S \in \mathcal{U}(G)\} = 1 + \max\{|S| \mid S \in \mathcal{F}(G), 0 \notin \Sigma(S)\} = 1 + \max\{|S| \mid S \in \mathcal{F}(G), \Sigma(S) = G \setminus \{0\}\}.
\]

2. If $S = \prod_{\nu=1}^{D(G)} g_\nu \in \mathcal{U}(G)$, then $G = \langle g_1, \ldots, g_{D(G)-1} \rangle$.

3. If $H < G$ is a proper subgroup, then $D(H) < D(G)$.

**Proof.** 1. Obvious.

2. Let $S = \prod_{\nu=1}^{D(G)} g_\nu \in \mathcal{U}(G)$. Then $T = \prod_{\nu=1}^{D(G)-1} g_\nu$ is zero-free and $\Sigma(T) = G \setminus \{0\}$ whence $G = \langle g_1, \ldots, g_{D(G)-1} \rangle$.

3. For every zero-free sequence $S \in \mathcal{F}(H)$ and every $g \in G \setminus H$ the sequence $gS \in \mathcal{F}(G)$ is zero-free which implies the assertion.

For a finite abelian group $G = C_{n_1} \oplus \cdots \oplus C_{n_r}$ with $1 < n_1 | \ldots | n_r$ we set
\[
M(G) = 1 + \sum_{i=2}^{r} (n_i - 1).
\]

**Proposition 3.2.** Let $G = C_{n_1} \oplus \cdots \oplus C_{n_r}$ with $1 < n_1 | \ldots | n_r$.

1. $M(G) \leq D(G) \leq 1 + \exp(G)\left(1 + \log_{\exp(G)}|G|\right)$.

2. If $G$ is a $p$-group or $r \leq 2$, then $M(G) = D(G)$.

**Proof.** 1. If $(e_1, \ldots, e_r)$ is a basis of $G$ with $\text{ord}(e_i) = n_i$ for $1 \leq i \leq r$, then $S = \prod_{i=1}^{r} e_i^{n_i-1}$ is zero-free whence $M(G) \leq D(G)$. The upper bound was first proved by van Emde Boas and D. Kruyswijk (E-K), see also [A-G-P; Theorem 1.1] and [Me].

2. This was proved independently by J.E. Olson and D. Kruyswijk (cf. [Ol1, Ol2, E1]).

There are groups with $M(G) < D(G)$ (cf. [G-S1] and [Ma]). However, the reason for this phenomenon is completely unclear. It is unknown, if $M(G) = D(G)$ holds for all groups of rank 3 (cf. Property B and [Ga5]). Furthermore, it is not known if there exists an $n \in \mathbb{N}_+$ such that $M(C_n^5) < D(C_n^5)$ (which implies $M(C_n^r) < D(C_n^r)$ for every $r \geq 5$) cf. [A-F-K; Conjecture A.5], [A-D1; Theorem 1.1] and [B-S]. Against this background the following result should be seen.
THEOREM 3.3. $M(C_2^i \oplus C_{2n}^{5-i}) < D(C_2^i \oplus C_{2n}^{5-i})$ for every odd $n \geq 3$ and every $2 \leq i \leq 4$.

PROOF. Let $i \in \{2, 3, 4\}$ and let $n \geq 3$ be odd. Further let $(e_1, \ldots, e_5)$ be a basis of $G = C_2^i \oplus C_{2n}^{5-i}$ with $\text{ord}(e_1) = \cdots = \text{ord}(e_i) = 2$ and $\text{ord}(e_{i+1}) = \cdots = \text{ord}(e_5) = 2n$. We construct a sequence $S$ with $|S| = i + (5-i)(2n-1) + 1 = M(G)$, and it has to be shown that $0 \not\in \Sigma(S)$. The cases $i = 3$ and $i = 4$ were settled in [G-S]. Hence we just have to consider the case $i = 2$.

We define $g_j = e_1 + e_{j+2}$ for $1 \leq j \leq 3, g_j = e_2 + e_{j-1}$ for $4 \leq j \leq 6, g_7 = e_3 + 3e_4 - 5e_5, g_8 = e_1 + 2e_4 - 2e_5, g_9 = e_2 + 2e_3 + 3e_4 - 5e_5$ and $g_{10} = e_2 + (n-1)e_4 + (n+3)e_5$. We set

$$S = \prod_{i=1}^{7} g_i \cdot g_8^{2n-2} g_9^{2n-2} g_{10}^{2n-3}.$$  

Assume that there are $l_1, \ldots, l_7 \in \{0, 1\}, l_8, l_9 \in \{0, \ldots, 2n-2\}$ and $l_{10} \in \{0, \ldots, 2n-3\}$ such that $\sum_{i=1}^{10} l_i > 0$ and $\sum_{i=1}^{10} l_i g_i = 0$. This gives the following system of congruences.

I $l_1 + l_2 + l_3 + l_8 \equiv 0 \mod 2$.

II $l_4 + l_5 + l_6 + l_9 + l_{10} \equiv 0 \mod 2$.

III $l_1 + l_4 + l_7 + 2l_9 \equiv 0 \mod 2n$.

IV $l_2 + l_5 + 3l_7 + 2l_8 + 3l_9 + (n-1)l_{10} \equiv 0 \mod 2n$.

V $l_3 + l_6 - 5l_7 - 2l_8 - 5l_9 + (n+3)l_{10} \equiv 0 \mod 2n$.

We set $a = l_1 + l_4 + l_7 + 2l_9$. Since $0 \leq a \leq 3 + 2(2n-2) = 4n - 1$, equation III implies that $a \in \{0, 2n\}$.

CASE 1. $a = 0$. Then $l_1 = l_4 = l_7 = l_9 = 0$. Hence $l_2 = l_5$ by IV, and $l_3 = l_6$ by V. Adding IV and V we obtain $2l_2 + 2l_3 + 2l_{10} \equiv 0 \mod 2n$, and thus $l_2 + l_3 + l_{10} \equiv 0 \mod n$. From this we infer that $l_2 + l_3 + l_{10} \in \{0, n\}$. Since $l_2 + l_3 + l_{10}$ is even by equation II, it follows that $l_2 = l_3 = l_{10} = 0$. Finally I and IV imply that $l_8$ is even and $2l_8 \equiv 0 \mod 2n$, and so $l_8 = 0$. This is a contradiction to $\sum_{i=1}^{10} l_i > 0$.

CASE 2. $a = 2n$. Adding III, IV and V we obtain

$$b = l_1 + l_2 + l_3 + l_4 + l_5 + l_6 - l_7 + 2l_{10} \equiv 0 \mod 2n,$$

and therefore $b \in \{0, 2n, 4n\}$. 

Assume $b = 0$. Then $l_{10} = 0$. From $l_7 = 1$, we infer that $l_9 = n - 1$ and $l_2 = l_5 = 0$; then IV implies $3 \equiv 0 \mod 2$, a contradiction. From $l_7 = 0$ it follows that $l_1 = \cdots = l_6 = 0$ and $l_9 = n$; hence $n \equiv 0 \mod 2$ by IV, a contradiction.

Assume $b = 4n$. Then $l_{10} = 2n - 3, l_1 = \cdots = l_6 = 1$ and $l_7 = 0$. Therefore $l_9 = n - 1$, and IV implies

$$2 + 2l_8 + (n - 3) - 3n + 3 \equiv 0 \mod 2n.$$ 

Hence $2l_8 + 2 \equiv 0 \mod 2n$ and thus $l_8 = n - 1$. Finally I gives $3 + (n - 1) \equiv 0 \mod 2$, a contradiction.

From now on we assume $b = 2n$ and distinguish the cases $l_7 = 0$ and $l_7 = 1$.

CASE 2.1. $l_7 = 1$. Since $a = 2n$, we obtain $l_1 + l_4 = 1$, $l_9 = n - 1$, and therefore $l_{10} = n - \frac{l_2 + l_5 + l_6 + 1}{2}$. Then IV yields $l_2 + l_5 = 1$, and V yields $l_3 + l_6 = 1$. Hence $l_{10} = n - 1$, and we consider IV:

$$1 + 3 + 2l_8 + n - 3 - n + 1 = 2l_8 + 2 \equiv 0 \mod 2n.$$ 

From this we conclude that $l_8 = n - 1$. Finally we add I and II to obtain $3 + 3(n - 1) \equiv 0 \mod 2$, a contradiction.

CASE 2.2. $l_7 = 0$. Since $a = 2n$, we obtain $l_1 = l_4$, $l_9 = n - l_1$, and therefore $l_{10} = n - l_1 - \frac{l_2 + l_5 + l_6 + 1}{2}$. Then IV yields $l_1 + l_2 + l_5 = 1$, and V yields $l_1 + l_3 + l_6 = 1$. If $l_1 = 1$, then $l_2 = l_5 = l_3 = l_6 = 0, l_9 = l_{10} = n - 1$, and from II it follows $1 + 2(n - 1) \equiv 0 \mod 2$, a contradiction. Thus $l_1 = 0$, which implies $l_9 = n$ and $l_{10} = n - 1$. Adding I and II it follows $2 + l_8 + n + (n - 1) \equiv 0 \mod 2$ i.e. $l_8$ is odd. Considering IV we obtain

$$1 + 2l_8 + n - n + 1 \equiv 0 \mod 2n,$$

which implies $l_8 = n - 1 \equiv 0 \mod 2$, a contradiction.

\[\Box\]

4. Tools

PROPOSITION 4.1. Let $G = C_2^r$ with $r \geq 1$ and $S \in F(G)$.

1. $S$ is zero-free if and only if $S = \prod_{i=1}^{k} e_i$ where $e_1, \ldots, e_k$ are linearly independent over $F_2$.

2. $S \in U^*(G)$ if and only if $S = \prod_{i=0}^{r} e_i$ where $(e_1, \ldots, e_r)$ is a basis of $G$ and $e_0 = \sum_{i=1}^{r} e_i$.

PROOF. Obvious; a detailed argument may be found in [Ge2; Lemma 3.10].

\[\Box\]

PROPOSITION 4.2. Let $G = C_n$ with $n \geq 2$ and $S \in F(G)$.

1. Suppose that $S$ is zero-free of length $|S| \geq n + 1$. Then $S$ contains some $g \in G$ with $v_g(S) \geq 2|S| - n + 1$. Furthermore, if $|S| \geq \frac{3n}{4} - 1$, then $\text{ord}(g) = n$. 

\[\Box\]
2. If $S$ is zero-free, then $\{h \in G \mid S \text{ contains } h\} \leq n - |S|.$

3. $S \in U^*(G)$ if and only if $S = g^n$ for some $g \in G$ with $\text{ord}(g) = n.$

PROOF. 1. is proved in [B-E-N] and [Ga3; Lemma 2]. 2. and 3. are consequences of 1. □

For a finite abelian group $G$ let $\eta(G)$ denote the smallest integer $l \in \mathbb{N}_+$ such that every sequence $S \in \mathcal{F}(G)$ with $|S| \geq l$ contains a short zero subsequence.

**Lemma 4.3.** Let $G = C_p \oplus C_p$ for some prime $p$. Then we have

1. $\eta(C_p \oplus C_p) \leq 3p - 2,$

2. Every sequence in $G$ of length $3p - 2$ contains a zero subsequence of length $p$ or $2p,$

3. Every zero sequence $S \in G$ with $|S| \geq 2p$ contains a short zero subsequence.

**PROOF.** 1. and 2. see [Ol2; Lemma 1.1].

3. This follows from [Ga4; Lemma 7] (with $H = C_p$ and $n = p$). □

**Lemma 4.4.** $\eta(C_m \oplus C_m) \leq 3m - 2$ for every $m \geq 2.$

**PROOF.** Let $m \geq 2.$ We proceed by induction on the number of prime divisors on $m.$ If $m$ is a prime, the assertion follows from Lemma 4.3. Suppose $m = m_1m_2$ with $1 < m_1, m_2 < m$ and consider the exact sequence

$$0 \rightarrow C_{m_1} \oplus C_{m_1} \rightarrow C_m \oplus C_m \xrightarrow{\varphi} C_{m_2} \oplus C_{m_2} \rightarrow 0.$$ 

Let $S \in \mathcal{F}(G)$ be given with $|S| = 3m - 2.$ Since

$$3m - 2 = (3m_1 - 3)m_2 + 3m_2 - 2 \text{ and } \eta(C_{m_2} \oplus C_{m_2}) \leq 3m_2 - 2$$

we can find $3m_1 - 2$ disjoint subsequences $S_1, \ldots, S_{3m_1 - 2}$ of $S$ with $|S_i| \leq m_2$ and $\sigma(\varphi(S_i)) = 0$ for $1 \leq i \leq 3m_1 - 2.$ Thus

$$\sigma(S_1), \ldots, \sigma(S_{3m_1 - 2}) \in \text{Ker}(\varphi).$$

Since $\eta(C_{m_2} \oplus C_{m_2}) \leq 3m_2 - 2$ there is a subset $I \subseteq \{1, \ldots, 3m_1 - 2\}$ with $|I| \leq m_1$ such that $\prod_{i \in I} \sigma(S_i)$ is a zero sequence in $\text{Ker}(\varphi) \subseteq C_m \oplus C_m.$ Therefore $\prod_{i \in I} S_i$ is a zero subsequence of $S$ with

$$\left|\prod_{i \in I} S_i\right| = \sum_{i \in I} |S_i| \leq m_1m_2 = m.$$ □

**Proposition 4.5.** Let $G$ be a finite abelian group and $S \in \mathcal{F}(G)$.

1. If $|S| \geq |G|$, then $S$ contains a zero subsequence $T$ with $|T| \leq \max\{v_g(S) \mid g \in G\}.$
2. If $|S| \geq |G|$, then $S$ contains a zero subsequence $T$ with $|T| \leq \max\{\text{ord}(g) \mid g \in G \text{ with } v_g(S) > 0\}$.

3. If $|S| \geq |G| + \exp(G) - 1$, then $S$ contains a zero subsequence $T$ with $|T| = \exp(G)$.

**Proof.** 1. and 3. are proved in [Ga-Y]. 2. is a trivial consequence of 1. \qed

5. The Action of the Automorphism Group

Let $G$ be a finite abelian group. Then the endomorphism ring $\text{End}(G)$ acts on $\mathcal{F}(G)$ and on $\mathcal{B}(G)$. The automorphism group $\text{Aut}(G) \subseteq \text{End}(G)$ acts even on $\mathcal{U}(G)$ and on $\mathcal{U}^*(G)$. For $S \in \mathcal{F}(G)$ and $\tau \in \text{Aut}(G)$ we write $S^\tau$ instead of $\tau(S)$.

In this section we deal with the following question: determine the groups $G$, for which $\text{Aut}(G)$ acts transitively on $\mathcal{U}^*(G)$ (i.e., for each two sequences $S, S'$ there exists some automorphism $\tau$ with $S^\tau = S'$). We answer the question for $p$-groups.

**Theorem 5.1.** Let $G = C_{n_1} \oplus \cdots \oplus C_{n_r}$ be a finite abelian group, $(e_1, \ldots, e_r)$ a basis of $G$, $e_0 = \sum_{i=1}^r e_i$ and $A = e_0 \prod_{i=1}^r e_i^{n_i-1} \in \mathcal{U}'(G) = \{S \in \mathcal{U}(G) \mid |S| = M(G)\}$. Then the following conditions are equivalent:

a) $\mathcal{U}'(G) = A^{\text{Aut}(G)}$,

b) $G$ is either cyclic, an elementary $2$-group or $G \in \{C_3 \oplus C_3, C_2 \oplus C_4\}$.

**Proof.** b) $\Rightarrow$ a) For cyclic groups and elementary $2$-groups the assertion follows from Propositions 3.2, 4.1 and 4.2.

Suppose $G = C_3 \oplus C_3$ and $S \in \mathcal{U}'(G)$. Since by [M-W; Theorem 3.4] $S$ is not squarefree, it follows that $S = g_3^2 g_2 S'$ with $g_2 \notin \langle g_1 \rangle$. By checking all possibilities it follows that $S' \in \{g_2^2 (g_1 + g_2), (2g_1 + g_2)^2\}$ which implies the assertion.

Suppose $G = C_2 \oplus C_4$ and $S \in \mathcal{U}'(G)$. $G$ has four elements of order four and every sum of two such elements is either zero or has order two. Since $D(C_2 \oplus C_2) = 3$, it follows that $S = h \prod_{i=1}^4 g_i$ with $\text{ord}(h) = 2$ and $\text{ord}(g_1) = \cdots = \text{ord}(g_4) = 4$. Because $\prod_{i=1}^4 g_i$ is zero-free, one element, say $g = g_1$, occurs three times. Hence $S = hg^3(g + h)$, which implies the assertion.

a) $\Rightarrow$ b) Suppose that $G$ is neither cyclic nor an elementary $2$-group and $G \notin \{C_2 \oplus C_4, C_3 \oplus C_3\}$. Then $G = H \oplus C_n = \langle H, e_n \rangle$ with $n = \exp(G) \geq 3$. Let $\prod_{i=1}^d h_i \in \mathcal{U}(H)$ with $d = M(H)$.

For every $h \in H$ we set

$$S(h) = \prod_{i=1}^{d-1} h_i \cdot e_n^{n-3}(h + e_n)(-h + e_n)(h_d + e_n) \in \mathcal{U}'(G).$$

It is sufficient to find some $h \in H \setminus \{0\}$ such that $S(h) \notin S^{\text{Aut}(G)}$ with $S = S(0)$. 


CASE 1. \(|H| \geq 4\). Take some \(h \in H \setminus \{0, h_d, -h_d\}\). Then for every \(\tau \in \Aut(G)\) we have

\[ |\{ g \in G \mid v_\tau(S^+ > 0) \}| = |\{ g \in G \mid v_\tau(S) > 0 \}| < |\{ g \in G \mid v_\tau(S(h)) > 0 \}| \]

and hence \(S(h) \not\in S^\tau\).

CASE 2. \(|H| \in \{2, 3\}\). Then \(h_1 = \cdots = h_d, d = |H|\) and \(n \geq 6\). Then for every \(0 \neq h \in H\) we have

\[
\max\{v_\tau(S) \mid g \in G\} = n - 1 > n - 3 = \max\{v_\tau(S(h)) \mid g \in G\}
\]

and thus \(S(h) \not\in S^{\Aut(G)}\). □

**Corollary 5.2.** For a \(p\)-group \(G\) the following conditions are equivalent:

a) \(\Aut(G)\) acts transitively on \(U^*(G)\),

b) \(G\) is either cyclic or an elementary 2-group or \(G \in \{C_3^2, C_2 \oplus C_4\}\).

**Proof.** Since for a \(p\)-group \(G\) Proposition 2.2 implies that \(U^*(G) = U'(G)\), the assertion follows immediately from the previous Theorem. □

6. The order of elements in long minimal zero sequences

Let \(G\) be a finite abelian group. All explicitly constructed, minimal zero sequences \(S \in U(G)\) with \(|S| \geq M(G)\), which hitherto appear in the literature (cf. [E1], [E2], [E3], [E-K], [Ma], [G-S1]), and all such sequences in this paper (cf. the proofs of the Theorems 3.3, 5.1 and 7.3) share the following property: they contain elements of order \(\exp(G)\). Even more, some of them consist entirely of such elements. We start with the following conjecture which will be proved to hold true in various types of groups in Theorem 6.4.

**Conjecture 6.1.** Let \(G\) be a finite abelian group and \(S\) a minimal zero sequence with \(|S| = D(G)\). Then \(S\) contains some element \(g \in G\) with \(\ord(g) = \exp(G)\).

A related question for a weighted form of Davenport's constant is studied in [G-S2]. A local version of 6.1 can be verified easily as the next result shows.

**Proposition 6.2.** Let \(G\) be a finite abelian group and \(S\) a minimal zero sequence with \(|S| = D(G)\). Then \(\max\{v_p(\ord(g)) \mid g \in G \text{ with } g \mid S\} = v_p(\exp(G))\) for every prime \(p \in \mathbb{P}\).

**Proof.** Let \(T\) be a minimal zero sequence and suppose that there is a prime \(p \in \mathbb{P}\) such that \(\max\{v_p(\ord(g)) \mid g \in G \text{ with } g \mid S\} < v_p(\exp(G))\).
It is sufficient to construct a sequence $T' \in \mathcal{U}(G)$ having the following properties:

a) $|T| < |T'|$.

b) $\max\{v_p(\text{ord}(g)) \mid g \not| T\} < \max\{v_p(\text{ord}(g)) \mid g \not| T'\}$.

c) $\max\{v_q(\text{ord}(g)) \mid g \not| T\} = \max\{v_q(\text{ord}(g)) \mid g \not| T'\}$ for all primes $q \in \mathbb{P}\setminus\{p\}$.

Set $T = \prod_{i=1}^{l} g_i$ with $v_p(\text{ord}(g_1)) \geq \cdots \geq v_p(\text{ord}(g_l))$ and choose an element $g_0 \in G$ with $\text{ord}(g_0) = p^{1+v_p(\text{ord}(g_1))}$. It is easy to check that

$$T' = g_0^{p-1} \cdot (g_1 - (p-1)g_0) \cdot \prod_{i=2}^{l} g_i$$

satisfies the required properties. \qed

**Proposition 6.3.** Let $G = C_m \oplus C_n$ with $1 < m \mid n$ and $S$ a minimal zero sequence with $|S| = D(G)$.

1. For every $g \in G$ with $g \mid S$ we have $m \mid \text{ord}(g)$.

2. If $m < n$ and $p$ is the smallest prime divisor of $\frac{n}{m}$, then $S$ contains at least $m + n - \frac{n}{m} \left(\frac{2m^2-2}{p}+1\right) \geq m$ elements of order $n$.

**Proof.** 1. Set $S = gT$.

First we deal with the case $n = m$ and assume to the contrary that $\text{ord}(g) = l < n = lk$. Consider the canonical epimorphism $\varphi : C_n \oplus C_n \to C_k \oplus C_k$ and the sequence $\varphi(T)$. Since $|T| = 2n-2 = (2l-3)k+(3k-2)$ and $\eta(C_k \oplus C_k) \leq 3k-2$ by Lemma 4.4, there are $2l-2$ disjoint short zero subsequences $\varphi(S_1), \ldots, \varphi(S_{2l-2})$ of $\varphi(T) \in \mathcal{F}(C_k \oplus C_k)$. Set $S_{2l-1} = g$. Then $\sigma(S_i) \in \text{Ker}(\varphi)$ for $1 \leq i \leq 2l-1$. Since $\text{Ker}(\varphi) \cong C_l \oplus C_l$ and $D(C_l \oplus C_l) = 2l-1$, there exists some $0 \neq 0 \leq \{1, \ldots, 2l-1\}$ such that $\sum_{i \in I} \sigma(S_i) = 0 \in \text{Ker}(\varphi)$. Thus $\prod_{i \in I} S_i$ is a proper zero subsequence of $S$, a contradiction.

Suppose now $m < n$ and consider the exact sequence

$$0 \to C_{\frac{n}{m}} \to C_m \oplus C_n \xrightarrow{\varphi} C_m \oplus C_m \to 0.$$ 

Then $|T| = m + n - 2 = m \left(\frac{n}{m} - 2\right) + (3m-2)$ and since $\eta(C_m \oplus C_m) \leq 3m-2$ there are $\frac{n}{m} - 1$ disjoint short zero subsequences $\varphi(S_1), \ldots, \varphi(S_{\frac{n}{m}-1})$ of $\varphi(T)$. Set $T = S_0 \prod_{i=1}^{\frac{n}{m}-1} S_i$ and consider the sequence $\varphi(g \cdot S_0)$. Clearly, $\varphi(g \cdot S_0)$ is a zero sequence with length $|\varphi(g \cdot S_0)| = |g \cdot S_0| = 1 + |T| - \sum_{i=1}^{\frac{n}{m}-1} |T_i| \geq 1 + (m + n - 2) - \left(\frac{n}{m} - 1\right)m = 2m - 1.$

Since $\prod_{i=1}^{\frac{n}{m}-1} \sigma(S_i)$ is a zero-free sequence in $\mathcal{F}(\text{Ker}(\varphi))$ and $D(\text{Ker}(\varphi)) = \frac{n}{m}$, it follows that $\varphi(g \cdot S_0)$ is a minimal zero sequence. Therefore, the case $m = n$ implies that $\text{ord}(\varphi(g)) = \exp(\varphi(G)) = m$ whence $m \mid \text{ord}(g)$.
2. Suppose \( m < n, \quad p \) the smallest prime divisor of \( \frac{n}{m} \) and consider the exact sequence

\[
0 \rightarrow C_m \oplus C_m \rightarrow C_m \oplus C_n \xrightarrow{\varphi} C_{\frac{n}{m}} \rightarrow 0.
\]

We write \( S \) in the form \( S = T \cdot U \) where \( T \) is the subsequence consisting of elements \( g \) with \( \text{ord}(g) < n \). Hence, if \( g \mid T \), then by 1. \( m \mid \text{ord}(g) \mid n = m \frac{n}{m} \). By assumption, \( \frac{\text{ord}(g)}{m} \) is a proper divisor of \( \frac{n}{m} \) whence \( \frac{\text{ord}(g)}{m} \leq \frac{n}{mp} \). Therefore \( \text{ord}(g) \leq \frac{n}{p} \) whence \( \text{ord}(\varphi(g)) \leq \frac{n}{mp} \). Assume that

\[
|T| \geq \frac{n}{mp} (2m - 2) + \frac{n}{m}.
\]

By Proposition 4.5 (part 2.) there exist \( 2m - 1 \) disjoint zero subsequences \( \varphi(T_1), \ldots, \varphi(T_{2m - 1}) \) of \( \varphi(T) \) with length \( |\varphi(T_i)| \leq \frac{n}{mp} \). Since \( T' = \prod_{i=1}^{2m-1} T_i \in \mathcal{F} (\text{Ker} (\varphi)) \) and \( D(\text{Ker} (\varphi)) = 2m - 1 \), \( T' \) and hence \( \prod_{i=1}^{2m-1} T_i \) contains a non-empty zero subsequence. However, \( \left| \prod_{i=1}^{2m-1} T_i \right| < 2m \frac{n}{mp} \leq n < n + m - 1 = |S| \) whence \( \prod_{i=1}^{2m-1} T_i \) is a proper subsequence of \( S \), a contradiction.

Therefore, we infer that

\[
|U| = |S| - |T| \\
\geq (m + n - 1) - \left( \frac{n}{mp} (2m - 2) + \frac{n}{m} - 1 \right) \\
\geq m + n - \frac{n}{m} \left( \frac{2m - 2}{p} + 1 \right) \geq m.
\]

\[\square\]

**Theorem 6.4.** Conjecture 6.1 holds for the following groups \( G \):

a) \( G \) is a \( p \)-group,

b) \( G \) is cyclic,

c) \( G \) has rank two,

d) \( G \) is a direct sum of two elementary \( p \)-groups.

**Proof.**
a) follows from Proposition 6.2, b) from Proposition 4.2 and c) from Proposition 6.3.

d) Let \( G = C_p^r \oplus C_q^s \) and \( S = \prod_{i=1}^{k} a_i \prod_{i=1}^{l} b_i \prod_{i=1}^{m} c_i \in \mathcal{U}^*(G) \) with \( p, q \in \mathbb{P}, r, s \in \mathbb{N}_+, k, l, m \in \mathbb{N}, \text{ord}(a_i) = p, \text{ord}(b_i) = q \) and \( \text{ord}(c_i) = pq \). Then Lemma 3.1 implies that \( m \geq 1 \).

\[\square\]

7. Groups with large rank

Let \( G \) be a finite abelian group. Let \( D_s(G) \) be defined as the minimum of all \( d \in \mathbb{N} \) such that for every squarefree sequence \( S \in \mathcal{F}(G) \) (equivalently, every subset \( S \subseteq G \)) with \( |S| \geq d \) it follows that \( 0 \in \Sigma(S) \). This invariant was first
studied by Erdős and Heilbronn in 1964, for recent progress we refer to a paper by Hamidoune and Zemor (cf. [E-H, H-Z, Wh]). Note that by the very definition we have $D_1(G) \leq D(G)$.

In this section we show by an explicit construction that groups with large rank $r$ (e.g. with $r \geq 2 \exp(G)$) have squarefree minimal zero sequences of length $M(G)$. As a consequence we obtain that $D_\infty(G) = M(G)$ for $p$-groups with large rank.

**Lemma 7.1.** Let $G$ be a finite abelian group of order $|G| \geq 2$.

1. There exists a squarefree zero sequence $S \in \mathcal{F}(G)$ with $|S| = |G| - 1$.

2. Let $0 \neq g_0 \in G$ and $1 \leq k \leq \frac{|G|}{2} - 1$ with $k \neq 2$, if $G$ is an elementary 2-group. Then there exists a squarefree zero sequence $S \in \mathcal{F}(G)$ with $g_0 \nmid S$ and $|S| = k$.

**Proof.** Let $r$ be the 2-rank of $G$ and $|G| = 2^r m$.

1. If $r \neq 1$, we set $g' = 0$; if $r = 1$, let $g'$ denote the unique element of order 2. Then

$$S = \prod_{g \in G \setminus \{g'\}} g \in \mathcal{F}(G)$$

satisfies the required properties.

2. If $k = 1$, we set $S = 0 \in \mathcal{F}(G)$. From now on suppose $k \geq 2$. We distinguish two cases.

**Case 1.** $G$ is not an elementary 2-group. Then $m \geq 2$ and for $G' = \{g \in G \mid \text{ord}(g) \geq 3\}$ we have

$$|G'| = |G| - 2^r = 2^r (m - 1) = 2t \geq \frac{|G|}{2}$$

with $t \in \mathbb{N}_+$. Set

$$G' = \{-g_i, g_i \mid 1 \leq i \leq t\}$$

and suppose $g_0 = g_t$, if $g_0 \in G'$. Let $k \in \{2, \ldots, 2t - 1\}$. For even $k$ define

$$S = \prod_{i=1}^{k/2} (-g_i \cdot g_i)$$

and for odd $k$ define

$$S = 0 \cdot \prod_{i=1}^{(k-1)/2} (-g_i \cdot g_i).$$

Clearly, $S$ is a squarefree zero sequence of length $k$ with $g_0 \nmid S$.

**Case 2.** $G$ is an elementary 2-group. Hence $G = C_2^r$ and let $(g_0 = e_1, e_2, \ldots, e_r)$ be a basis of $G$. We treat the case $k = 3$. Since

$$3 \leq \frac{|G|}{2} - 1 = 2^{r-1} - 1,$$
it follows \( r \geq 3 \). Clearly, \( S = e_2 \cdot e_3 \cdot (e_2 + e_3) \) has the required properties. Now it is sufficient to verify the following assertion.

**Assertion:** for every \( r \geq 4 \) and every \( k \in \{4, \ldots, 2^{r-1} - 1\} \) there exists a squarefree zero sequence \( S \in \mathcal{F}(C_k) \) with \( e_1 \nmid S, |S| = k, 0 \nmid S \) for even \( k \) and \( 0 \mid S \) for odd \( k \).

We proceed by induction on \( r \). Let \( r = 4 \). For every \( k \in \{4, \ldots, 7\} \) the following sequence \( S_k \) have the required properties:

\[
S_4 = (e_2 + e_4)(e_3 + e_4)(e_2 + e_3 + e_4)e_4,
S_6 = (e_1 + e_2 + e_3)(e_2 + e_3)(e_1 + e_2 + e_3 + e_4)e_2 \cdot e_3 \cdot e_4,
S_5 = 0 \cdot S_4 \quad \text{and} \quad S_7 = 0 \cdot S_6.
\]

Let \( r \geq 5 \); we conclude from \( r - 1 \) to \( r \). Obviously, it suffices to show the assertion for even \( k \). Let \( 4 \leq k = 2l \leq 2^{r-1} - 1 \). If \( k = 4 \text{resp.} 6 \), take \( S = S_4 \text{ resp.} S = S_6 \) as above. Suppose \( k \geq 8 \); then \( 4 \leq l \leq 2^{(r-1)-1}-1 \) and by induction hypothesis there exists a squarefree zero sequence \( S' = \prod_{i=1}^{l} a_i \in \mathcal{F}((e_1, \ldots, e_{r-1})) \) with \( e_1 \nmid S', 0 \nmid S' \) for even \( l \) and \( 0 \mid S' \) for odd \( l \).

If \( l \) is even, then

\[
S = \prod_{i=1}^{l} a_i \prod_{i=1}^{l} (a_i + e_r)
\]

satisfies the required properties. Let \( l \) be odd, suppose \( a_1 = 0 \) and choose some \( b \in \langle e_1, \ldots, e_{r-1} \rangle \setminus \{0, a_2, \ldots, a_l, e_1 - a_2, a_3 - a_2, \ldots, a_l - a_2\} \). Then

\[
S = e_r(b + e_r)(a_2 + b) \prod_{i=3}^{l} a_i \prod_{i=2}^{l} (a_i + e_r)
\]

has the wanted properties. \( \square \)

**Proposition 7.2.** Let \( G = C_{n_1} \oplus \cdots \oplus C_{n_r} \) with \( 1 < n_1 \mid \cdots \mid n_r \) and \( H = \bigoplus_{i \in I} C_{n_i} \) with \( I \subseteq \{1, \ldots, r\} \) such that \( \prod_{i=1}^{k} n_i \geq 2n_{k+1} \) for every \( \max \{i \mid i \in I\} \leq k \leq r-1 \). If there exists a squarefree zero sequence \( T \in \mathcal{F}(H) \) with \( |T| = M(H) - 1 \), then there exists a squarefree zero sequence \( S \) with \( |S| = M(G) \).

**Proof.** It is sufficient to consider the case \( G = H \oplus C_n \) where \( \gcd\{n, \exp(H)\} = \min\{n, \exp(H)\}, M(G) = M(H) + n - 1 \) and \( |H| \geq 2n \). Then the general case follows by induction.

Let \( \prod_{i=1}^{d} a_i \in \mathcal{F}(H) \) be a squarefree zero sequence with \( d + 1 = M(H) \). Set \( b_0 = -\sum_{i=1}^{d} a_i \) and \( G = H \oplus \langle e_n \rangle \). By the previous lemma there exists a squarefree zero sequence \( \prod_{i=1}^{n-1} b_i \in \mathcal{F}(H) \) such that \( b_0 \neq b_i \) for every \( 1 \leq i \leq n-1 \). Then, obviously

\[
S = \prod_{i=1}^{d} a_i \prod_{i=0}^{n-1} (b_i + e_n)
\]

is a squarefree minimal zero sequence with \( |S| = M(G) \). \( \square \)
THEOREM 7.3. Let \( G = C_{n_1} \oplus \cdots \oplus C_{n_r} \oplus C_{n+1}^s \) with \( r \geq 0, s \geq 0, 1 < n_1 | \cdots | n_r | n \) and \( n_r \neq n \). If \( r + \frac{s}{2} \geq n \), then there exists a squarefree \( S \in U(G) \) with \( |S| = M(G) \).

PROOF. Set \( n_{r+1} = \cdots = n_{r+s+1} = n_0 = n \) and let \( (e_1, \ldots, e_{r+s}, e_{r+s+1} = e_0) \) be a basis of \( G \) with \( \text{ord}(e_i) = n_i \) for \( 1 \leq i \leq r+s+1 \). By Lemma 7.1 there exist, for every \( 1 \leq i \leq r+s \), squarefree zero sequences \( A_i = \prod_{j=1}^{n_i-1} a_j^{(i)} e_0 \in F(< e_0 >) \) with \( e_0 \not| A_i \) if \( n_i < n \). Define

\[
S = \prod_{i=0}^{r+s} S_i \in F(G)
\]

where

\[
S_i = \prod_{j=1}^{n_i-1} (e_j + a_j^{(i)} e_0) \quad \text{for} \quad 1 \leq i \leq r+s
\]

and

\[
S_0 = \prod_{j=1}^{\min\{r, n-1\}} (e_j + e_0) \prod_{j=1}^{n-1-r} (e_{r+2j-1} + e_{r+2j} + e_0) \cdot \left( \sum_{j=\max\{n, 2n-1-r\}}^{r+s} e_j + e_0 \right)
\]

We verify that \( S \) has the required properties. Clearly,

\[
|S| = |S_0| + \sum_{i=1}^{r+s} |S_i| = n + \sum_{i=1}^{r+s} (n_i - 1) = M(G).
\]

For every \( 1 \leq i \leq r+s \) we have

\[
v_i(S) = v_i(S_i) + v_i(S_0) = (n_i - 1) + 1 \equiv 0 \pmod{n_i}
\]

and

\[
v_0(S) = \sum_{i=1}^{r+s} \sum_{j=1}^{n_i-1} a_j^{(i)} + v_0(S_0) \equiv 0 \pmod{n}.
\]

Hence \( S \) is a zero sequence.

For every \( 1 \leq i \leq r+s \), the sequence \( S_i \) is squarefree since \( |A_i| = |S_i| = n_i - 1 \). By construction, \( \prod_{i=1}^{r+s} S_i \) and \( S_0 \) are squarefree.

Since \( e_0 \not| A_i \) for \( 1 \leq i \leq r \), it follows that \( \gcd \left( \prod_{i=1}^{r+s} S_i, \prod_{j=1}^{\min\{r, n-1\}} (e_j + e_0) \right) = 1 \). Clearly, \( \gcd \left( \prod_{i=1}^{r+s} S_i, \prod_{j=1}^{n-1-r} (e_{r+2j-1} + e_{r+2j} + e_0) \right) = 1 \). Set

\[
g = \sum_{j=\max\{n, 2n-1-r\}}^{r+s} e_j + e_0;
\]

if \( r = n \) and \( s = 0 \), then \( g = e_n + e_0 \not| \prod_{i=1}^{r+s} S_i \), since \( e_0 \not| A_n = A_r \). In all other cases, our assumption \( r + \frac{s}{2} \geq n \) implies

\[
r + s - (\max\{n, 2n-1-r\} - 1) \geq 2
\]
and hence \( g \mid \prod_{i=1}^{r+s} S_i \). Therefore, \( \gcd \left( \prod_{i=1}^{r+s} S_i, S_0 \right) = 1 \) and hence \( S \) is squarefree.

It remains to show that \( S \) is a minimal zero sequence. For every \( 1 \leq i \leq r+s \),

\[
v_i \left( \prod_{j=1}^{r+s} S_j \right) = v_i(S_i) = n_i - 1.
\]

For every \( g \in G \) with \( g \mid \prod_{j=1}^{r+s} S_j \) there is an \( i \in \{1, \ldots, r+s\} \) with \( v_i(g) \geq 1 \). Thus \( \prod_{j=1}^{r+s} S_j \) is zero-free. Let \( 1 \neq T = UV \) be a zero sequence with \( U \mid \prod_{j=1}^{r+s} S_j \) and \( V \mid S_0 \). Since \( \prod_{j=1}^{r+s} S_j \) is zero-free, it follows that \( 1 \leq |V| \leq |S_0| = n \). Let \( 1 \leq i \leq r+s \); if \( v_i(V) > 0 \) or \( \gcd(S_i, U) \neq 1 \), then \( v_i(V) = v_i(S_0) = 1 \) and \( S_i \mid U \).

However, this implies that

\[
|V| = v_0(V) \equiv v_0(T) \equiv 0 \pmod{n}.
\]

Therefore, \( |V| = n \) and \( T = S \) follows.

\[\square\]

**Corollary 7.4.** Let \( G = C_{n_1} \oplus \cdots \oplus C_{n_r} \oplus C_{n}^{s+1} \) with \( r \geq 0, s \geq 0, 1 < n_1 \mid \ldots \mid n_r \mid n \) and \( n_r \neq n \). If \( G \) is a p-group and \( r + \frac{s}{2} \geq n \), then \( D_s(G) = M(G) \).

**Proof.** By the above Theorem we infer that

\[
M(G) = D_s(G) \leq D(G) = M(G).
\]

\[\square\]

8. Groups with large exponent

This section is dual to the previous one. We study groups with large exponent and present two results showing that long minimal zero sequences in such groups contain one element quite often.

**Theorem 8.1.** Let \( G = C_m \oplus C_{mn} \) be a finite abelian group with integers \( n > m+1 \geq 3 \), \( \varphi : G \rightarrow H = C_m \oplus C_m \) the canonical epimorphism and \( S \in \mathcal{U}(G) \).

If \( h^k \mid \varphi(S) \) for some \( k \geq m+1 \) and some \( h \in H \), then \( g^k \mid S \) for some \( g \in \varphi^{-1}(h) \).

**Remark.** Let all notations be as above and suppose \( n \geq m^2 \). Then \( \frac{|S|}{|H|} = \frac{mn+m-1}{m^2} > m \) and hence there exists an element \( h \in H \) such that \( h^m+1 \mid \varphi(S) \).

**Proof.** Obviously, \( \ker(\varphi) \) is cyclic of order \( n \) and, by Proposition 3.2, \( |S| = mn + m - 1 \).

Using Lemma 4.4 one can find \( n-1 \) disjoint subsequences \( W_1, \ldots, W_{n-1} \) of \( S \) such that \( \varphi(W_1), \ldots, \varphi(W_{n-1}) \) are short zero subsequences of \( \varphi(S) \). In particular, we have \( \sigma(W_i) \in \ker(\varphi) \) for every \( 1 \leq i \leq n-1 \).

Since \( S \) is a minimal zero sequence and \( 1 \leq |W_1 \ldots W_{n-1}| \leq (n-1)m < |S| \) the sequences

\[
W_1 \ldots W_{n-1}
\]

and hence \( \sigma(W_1) \ldots \sigma(W_{n-1}) \)
are zerofree. Now it follows from Proposition 4.2, that

\((*)\) 

\(\sigma(W_1) = \sigma(W_2) = \cdots = \sigma(W_{n-1}).\)

Suppose \(h^k \mid \varphi(S)\) for some \(k \geq m + 1\) and some \(h \in H\). Then \(S\) contains a subsequence \(g_1 \ldots g_k\) with \(\varphi(g_1) = \cdots = \varphi(g_k) = h\) and it suffices to verify that

\(g_1 = \cdots = g_k.\)

Assume to the contrary that this does not hold. Since \(k \geq m + 1\), one can find a subsequence \(U_1\) of \(g_1 \ldots g_k\) with length \(m\) such that \(\sigma(U_1) \neq \sigma(W_1)\). However, \(\varphi(g_i) = h\) for \(1 \leq i \leq k\) implies that \(\sigma(U_1) \in \text{Ker}(\varphi)\).

Since \(|U_1| = m < n - 1\), we may assume that \(U_1\) and \(W_1\) are disjoint. Using Lemma 4.4 again we obtain \(n - 3\) disjoint subsequences \(V_1, \ldots, V_{n-3}\) of \(S(U_1W_1)^{-1}\) such that

\[\sigma(V_i) \in \text{Ker}(\varphi) \quad \text{and} \quad 1 \leq |V_i| \leq m\]

for \(1 \leq i \leq n - 3\). Similarly to the proof of \((*)\) we infer that

\[\sigma(U_1) = \sigma(W_1) = \sigma(V_1) = \cdots = \sigma(V_{n-3}),\]

a contradiction. \(\square\)

**Theorem 8.2.** Let \(G = G' \oplus C_{mn}\) be a finite abelian group where \(G'\) is a direct summand with \(\exp(G') \mid m\) and \(n \geq 4\). Let \(G \to H = G' \oplus C_m\) denote the canonical epimorphism and let \(S \in \mathcal{F}(G)\) be a zerofree sequence with \(|S| = \exp(G) = mn\). Then \(S\) contains a subsequence \(T\) with \(|T| \geq (n - 2|G'| + 1)m\) such that the following holds: if \(h^k \mid \varphi(T)\) for some \(k \geq m+1\) and some \(h \in H\), then \(g^k \mid \varphi(T)\) for some \(g \in \varphi^{-1}(h)\).

**Remark.** Let all notations be as above and suppose that \(n > m|G'| + 2|G'| - 1\). Then

\[\frac{|T|}{|H|} \geq \frac{(n - 2|G'| + 1)m}{m|G'|} = \frac{n - 2|G'| + 1}{|G'|} > m\]

and thus there exists an element \(h \in H\) such that \(h^{m+1} \mid \varphi(T)\).

**Proof.** Throughout, we shall use that \(\text{Ker}(\varphi)\) is a cyclic group of order \(n\).

Define \(\Omega\) as the system containing all sets \(A\) of the following form:

\(A\) contains \(n - |G'|\) disjoint subsequences \(S_1, \ldots, S_{n-|G'|}\) of \(S\) such that

\[|S_i| = m \text{ and } \sigma(S_i) \in \text{Ker}(\varphi) \text{ for every } 1 \leq i \leq n - |G'|.\]

By applying Lemma 4.5 to \(\varphi(S)\) we derive that \(\Omega \neq \emptyset\).

Let \(A = \{S_1, \ldots, S_{n-|G'|}\} \in \Omega\) and set \(h_i = \sigma(S_i)\), for \(1 \leq i \leq n - |G'|\). Since \(S\) is zerofree, the same is true for \(h_1h_2\ldots h_{n-|G'|}\). Using \(|G'| \leq \frac{n}{4}\) and Proposition 4.2 we infer that

\[h_1 \ldots h_{n-|G'|} = \alpha t g_1 \ldots g_{n-|G'| - 1} \]
with \( t \geq n - 2 \left| G' \right| + 1 \), \( \text{ord}(a) = n \) and \( g_i \neq a \) for \( i = 1, \ldots, n - \left| G' \right| - t \).

Note that
\[
t + n - 2 \left| G' \right| + 1 \geq 2(n - 2 \left| G' \right| + 1) > n - \left| G' \right| = \left| h_1 \ldots h_{n-\left| G' \right|} \right|
\]
therefore \( a \) is the unique element which occurs at least \( n - 2 \left| G' \right| + 1 \) times in \( h_1 \ldots h_{n-\left| G' \right|} \), denote it by \( t(A) \), then \( t(A) \) is determined by \( A \).

Choose some \( A \in \Omega \) with
\[
t(A) = \min\{t(B) \mid B \in \Omega\}
\]
and set \( t = t(A) \). Suppose \( S_1, \ldots, S_t \) be the \( t \) sequences in \( A \) so that
\[
\sigma(S_1) = \cdots = \sigma(S_t) = a,
\]
put \( T = S_1 \ldots S_t \), then
\[
\left| T \right| = \left| S_1 \right| + \cdots + \left| S_t \right| = mt \geq (n - 2 \left| G' \right| + 1)m.
\]
We make the following assertion:

**Assertion:** If \( W \) is a subsequence of \( T \) with \( \sigma(W) \in \ker(\varphi) \) and \( |W| = m \), then \( \sigma(W) = a \).

First we show how the Assertion implies the Theorem. Suppose \( h^k | \varphi(T) \) for some \( k \geq m + 1 \) and some \( h \in H \). Then there are \( g_1, \ldots, g_k \in \varphi^{-1}(h) \) such that \( g_1 \ldots g_k | T \). Let \( I \subseteq \{1, \ldots, k\} \) with \( |I| = m \) and \( W = \prod_{i \in I} g_i \). Then \( \sum_{i \in I} \varphi(g_i) = mh = 0 \) whence \( \sum_{i \in I} g_i = \sigma(W) \in \ker(\varphi) \). Thus the Assertion implies that \( \sigma(W) = a \).

Since this is true for every such \( W \) it follows that \( g_1 = \cdots = g_k \).

**Proof of the Assertion.** Assume to the contrary, that there exists a subsequence \( W \) of \( T \) with length \( m \) such that \( \sigma(W) \in \ker(\varphi) \) but \( \sigma(W) \neq a \). Without loss of generality, we may assume that \( S_1, \ldots, S_u \) are the all sequences of \( S_1, \ldots, S_t \) such that \( S_i \) and \( W \) are not disjoint for \( 1 \leq i \leq u \). Since \( |W| = m \), we have \( u \leq m \). Suppose \( A = \{S_1, \ldots, S_u, S_{u+1}, \ldots, S_t, Q_1, \ldots, Q_{n-\left| G' \right| - t} \} \) and set
\[
R = S(WS_{u+1} \ldots S_tQ_1 \ldots Q_{n-\left| G' \right| - t})^{-1}.
\]
Applying Proposition 4.5 to \( R \) one can get \( u-1 \) disjoint subsequences \( P_1, \ldots, P_{u-1} \) of \( R \) having length \( m \) such that
\[
\sigma(P_i) \in \ker(\varphi)
\]
for every \( 1 \leq i \leq u - 1 \).

Obviously, \( B = \{S_{u+1}, \ldots, S_t, Q_1, \ldots, Q_{n-\left| G' \right| - t}, W, P_1, \ldots, P_{u-1} \} \in \Omega \).
By the choice of \( S_1, \ldots, S_t \) we may infer that
\[
\sigma(Q_i) \neq a
\]
for every \( 1 \leq i \leq n - \left| G' \right| - t \). This together with \( \sigma(W) \neq a \) shows that \( a \) occurs in
\[
V \overset{\text{def}}{=} \sigma(S_{u+1}) \cdots \sigma(S_t) \sigma(Q_1) \cdots \sigma(Q_{n-\left| G' \right| - t}) \sigma(W) \sigma(P_1) \cdots \sigma(P_{u-1})
\]
at most \( t - 1 \) times. Because \( t(B) \geq t(A) > t - 1 \) there exists an element \( b \neq a \) such that \( b^{t(B)} \mid V \). Using \( a^{t-u} \mid V \) we derive that

\[
\begin{align*}
    n - |G'| &= |A| = |V| \\
    &\geq t(B) + t - u \geq 2t - m \\
    &\geq 2(n - 2|G'| + 1) - m \\
    &\geq n - |G'| + (n - 4|G'|) + (|G'| + 2 - m) \\
    &> n - |G'|,
\end{align*}
\]

a contradiction. \( \square \)

9. A polynomial method

There exists a huge variety of techniques in which polynomials are applied for deriving consequences in additive group theory and combinatorial number theory (for a survey cf. [Al1, Al2, Na]). In this section we discuss a polynomial method for the investigation of the structure of zero-free sequences (cf. Proposition 9.2 and Theorem 10.3).

Let \( R \) be a commutative ring with identity, \( l \in \mathbb{N}_+ \), and \( A \subseteq R[X] = \mathbb{R}[X_1, \ldots, X_l] \) a set of polynomials. Then the set

\[
\mathcal{V}(A) = \{ c \in R^l \mid f(c) = 0 \text{ for every } f \in A \} \subseteq R^l
\]

of all common zeros in \( R^l \) of the polynomials of \( A \) is called the \textit{variety} of \( A \). If \( A = \{ f_1, \ldots, f_m \} \), then we set \( \mathcal{V}(f_1, \ldots, f_m) = \mathcal{V}(A) \). For \( c \in R^l \) let

\[
\begin{align*}
    \text{ev}_c : &R[X] \longrightarrow R \\
    f &\mapsto f(c)
\end{align*}
\]

 denote the \textit{evaluation homomorphism}.

Suppose now that for every \( f \in A \) we have \( \mathcal{V}(f) \neq R^l \) (i.e., \( f \) does not vanish identically on \( R^l \)). Then the set \( A \) is called \textit{single-valued}, if \( A \subseteq \text{ev}_c^{-1}(b) \) for some \( c \in R^l \) and some \( b \in R \setminus \{0\} \). Define \( r(A) \) as the minimal \( r \in \mathbb{N} \cup \{\infty\} \) such that \( A = \bigcup_{i=1}^r A_i \) with single-valued sets \( A_i \).

Since \( \mathcal{V}(f) \neq R^l \), the set \( \{ f \} \) is single-valued whence \( A \) is a union of single-valued sets. Furthermore, we have \( r(A) = 0 \) if and only if \( A = \emptyset \) and \( r(A) = 1 \) if and only if \( A \) is single-valued.

Define

\[
A(l) = \left\{ \sum_{i \in I} X_i \mid \emptyset \neq I \subseteq \{1, \ldots, l\} \right\} \subseteq R[X]
\]

and for a sequence \( S = \prod_{i=1}^l g_i \in \mathcal{F}(G) \) in a finite abelian group \( G \) set

\[
A(S) = \left\{ \sum_{i \in I} X_i \in A(l) \mid \sum_{i \in I} g_i = 0, \emptyset \neq I \subseteq \{1, \ldots, l\} \right\}.
\]
Our aim is to study sequences $S$ by studying the $r$ invariant of $A(l)$ and $A(S)$. In this section we concentrate on $r(A(l))$ and shift the applications to the next section.

Before going into details we give a geometric interpretation of the $r$ invariant of a subset of homogenous linear polynomials, which was pointed out to us by the referee. Let $R$ be a commutative ring with identity and $A \subset H = \{ \sum_{j=1}^l c_j X_j \mid c_1, \ldots, c_l \in R \}$ a set of homogenous linear polynomials. Then there is a one-to-one correspondence between the set $A \subset R[X]$ and the set of points $\overline{A} = \{ (c_1, \ldots, c_l) \mid \sum_{j=1}^l c_j X_j \in A \} \subset R^l$. In particular, $A(l)$ corresponds to the $2^l - 1$ non-zero vertices of the unit cube $[0,1]^l \subset R^l$. If

$$A \subseteq \bigcup_{i=1}^r \text{ev}_{\alpha_i}^{-1}(b_i)$$

with the above assumptions, then

$$\text{ev}_{\alpha_i}^{-1}(b_i) \cap H = \left\{ \sum_{j=1}^l a_j X_j \in H \mid \sum_{j=1}^l a_j c_{i,j} = b_i \right\}$$

for every $1 \leq i \leq r$. Thus a point $a \in R^l$ corresponds to a polynomial of the above set if and only if $a$ lies on the affine hyperplane defined by $\sum_{j=1}^l c_{i,j} X_j = b_i$. Therefore, $r(A)$ is the minimal number of hyperplanes covering $\overline{A}$ and $r(A(l))$ is the minimal number of hyperplanes covering all non-zero vertices of the unit cube $[0,1]^l$ of the ring $R$. For some historical remarks of this covering problem we refer to the introduction in [Al-Fu]. In a recent paper ([Al2, Theorem 6.3]) Alon showed that $r(A(l)) \geq l$ for integral domains $R$ (for $R = \mathbb{Z}/p\mathbb{Z}$ this was done by Gao in [Ga1] and for $R = \mathbb{R}$ the reals by Alon and Furedi in [Al-Fu, Theorem 1]). We study the $r$ invariant of $A(l)$ by a fresh approach suitable for arbitrary commutative rings with identity which leads to a new proof of $r(A(l)) = l$ for integral domains (see Prop. 9.4, part 3.).

**Lemma 9.1.** Let $R$ be a commutative ring with identity, $l \in \mathbb{N}_+$ and $A \subset R[X]$ with $V(f) \neq R^l$ for every $f \in A$.

1. $r(A) \leq |A|$.
2. $r(A) \leq |\text{ev}_c(A)|$ for every $c \in R^l$ with $0 \not\in \text{ev}_c(A)$.
3. $r(A \cup B) \leq r(A) + r(B)$ for every subset $B \subseteq R[X]$ with $V(f) \neq R^l$ for every $f \in B$.
4. If $B \subseteq A$ and $r(B) < r(A)$, then $A \setminus B \neq \emptyset$.

**Proof.** 1. holds, since $A = \bigcup_{f \in A} \{ f \}$ and $\{ f \}$ is single-valued. 2. and 3. are obvious.

To verify 4. let $B \subseteq A$ with $r(B) < r(A)$. Then 3. implies that $r(B) < r(A) \leq r(B) + r(A \setminus B)$ whence $r(A \setminus B) \neq 0$ and $A \setminus B \neq \emptyset$. □
Proposition 9.2. Let $R$ be a commutative ring with identity, $G$ a finite abelian group and $S \in F(G)$ a sequence with length $l \in \mathbb{N}_+$. If $r(A(l) \setminus A(S)) < r(A(l))$, then $S$ is not zerofree.

Proof. If $r(A(l) \setminus A(S)) < r(A(l))$, then Lemma 9.1.4 implies that $A(l) \setminus (A(l) \setminus A(S)) = A(S) \neq \emptyset$. Thus $S$ contains a proper subsequence with sum zero i.e., $S$ is not zerofree. \hfill \Box

Lemma 9.3. Let $R$ be a commutative ring with identity and $l, k \in \mathbb{Z}$ with $l > k \geq 1$.

1. The following polynomial identity holds in $R[X, Y_{i,j} | 1 \leq i \leq k, 1 \leq j \leq l]$:

$$
\sum_{\emptyset \neq J \subseteq \{1, \ldots, l\}} (-1)^{|J|} \prod_{i=1}^{k} (X - \sum_{j \in J} Y_{i,j}) = -X^k.
$$

2. Let $C \in M_{k,l}(R)$ be a matrix with column vectors $c_1, \ldots, c_l \in R^k$ and $b = (b_1, \ldots, b_k) \in R^k$ a column vector such that $\prod_{i=1}^{k} b_i \neq 0$. Then there exists a subset $\emptyset \neq J \subseteq \{1, \ldots, l\}$ such that the vectors $\sum_{j \in J} c_j$ and $b$ are different in all coordinates.

Proof. 1. Obviously,

$$
\sum_{\emptyset \neq J \subseteq \{1, \ldots, l\}} (-1)^{|J|} \prod_{i=1}^{k} (X - \sum_{j \in J} Y_{i,j}) = \sum_{r=0}^{k} \sum_{\{i_1, \ldots, i_r\} \subseteq \{1, \ldots, k\}} c(i_1, j_1) \cdots c(i_r, j_r).
$$

where $c(i, j) \in R[X]$ and the sum runs over all $i = (i_1, \ldots, i_r) \in \{1, \ldots, k\}^r$ and all $j = (j_1, \ldots, j_r) \in \{1, \ldots, l\}^r$. If $r = 0$, then

$$
c(\emptyset) = \sum_{\emptyset \neq J \subseteq \{1, \ldots, l\}} (-1)^{|J|} X^k = X^k \sum_{\nu=1}^{l} (-1)^{\nu} \binom{l}{\nu} = -X^k.
$$

Let $1 \leq r \leq k$, $i = (i_1, \ldots, i_r)$ and $j = (j_1, \ldots, j_r)$. If not all of the $i_1, \ldots, i_r$ are pairwise distinct, then $c(i, j) = 0$. Otherwise, if $\{j_1, \ldots, j_r\} = J'$ and $|J'| = d$ with $1 \leq d < k < l$, then

$$
c(i, j) = \sum_{J' \subseteq J \subseteq \{1, \ldots, l\}} (-1)^{|J|} (-1)^{d} X^{k-r} = (-1)^{r} X^{k-r} \sum_{\nu=0}^{l-d} (-1)^{|J'| + \nu} \binom{l-d}{\nu} = 0.
$$

2. For $1 \leq i \leq k$ and $1 \leq j \leq l$ we set

$$
c_j = \begin{pmatrix} c_{i,j} \\ \vdots \\ c_{h,j} \end{pmatrix}, \quad x = \prod_{\nu=1}^{k} b_{\nu} \quad \text{and} \quad y_{i,j} = c_{i,j} \prod_{\nu=1}^{k} b_{\nu}.
$$
Then 1. implies that
\[ \sum_{\emptyset \neq J \subseteq \{1, \ldots, l\}} (-1)^{|J|} \prod_{i=1}^{k} (x - \sum_{j \in J} y_{i,j}) = -x^k \neq 0. \]
Therefore there exists a non-empty subset \( J \subseteq \{1, \ldots, l\} \) such that
\[ \prod_{i=1}^{k} (x - \sum_{j \in J} y_{i,j}) \neq 0 \]
whence \( x \neq \sum_{j \in J} y_{i,j} \) and \( \sum_{j \in J} c_{i,j} \neq b_i \) for every \( 1 \leq i \leq k \). \( \square \)

**Proposition 9.4.** Let \( R \) be a commutative ring with identity and \( l \in \mathbb{N}_+ \).
1. For every \( 1 \leq k \leq l \) we have
\[ 1 \leq r(A(k)) \leq r(A(l)) \leq r(A(k)) + (l - k) \leq l. \]
2. If \( \text{char}(R) = n \), \( p \) a proper prime divisor of \( n \) and \( l \geq p + 1 \), then \( r(A(l)) < l \).
3. If \( R \) is an integral domain, then \( r(A(l)) = l \).

**Proof.** 1. Since \( A(1) = \{X_1\} \) is single-valued, it follows that \( r(A(1)) = 1 \). If \( 1 \leq k \leq l \), then \( A(k) \subseteq A(l) \) whence \( r(A(k)) \leq r(A(l)) \) by Lemma 9.1.3. We show that \( r(A(l+1)) \leq r(A(l)) + 1 \) from which the remaining assertions follow by induction. Since \( B = \{X_{i+1}\} + (A(l) \cup \{0\}) \) is single-valued and \( A(l+1) = A(l) \cup B \), Lemma 9.1.3 implies that \( r(A(l+1)) \leq r(A(l)) + 1 \).

2. Suppose \( \text{char}(R) = n, \mathbb{Z}/n\mathbb{Z} \rightarrow R \) and \( p \) a proper prime divisor of \( n \). For \( 1 \leq i \leq p + 1 \) set \( A_i = \left\{ \sum_{i \in I} X_i \mid I \subseteq \{1, \ldots, p+1\}, |I| = i \right\} \) whence \( A(p+1) = \bigcup_{i=1}^{p+1} A_i \). For \( 1 \leq i \leq p + 1 \) we have \( \text{ev}_{c}(A_i) = i + n\mathbb{Z} \neq n\mathbb{Z} \) where \( c = (1 + n\mathbb{Z}, \ldots, 1 + n\mathbb{Z}) \) whence \( A_i \) is single-valued. Furthermore, \( A_1 \cup A_{p+1} \) is single-valued, since \( \text{ev}_{c}(A_1) = \frac{n}{p} + n\mathbb{Z} = \text{ev}_{c}(A_{p+1}) \) where \( c = \left( \frac{n}{p} + n\mathbb{Z}, \ldots, \frac{n}{p} + n\mathbb{Z} \right) \).
Since \( A(p+1) = (A_1 \cup A_{p+1}) \cup \bigcup_{i=2}^{p} A_i \), it follows that \( r(A(p+1)) \leq p \). Thus 1. implies that \( r(A(l)) \leq l - 1 \) for every \( l \geq p + 1 \).

3. Let \( R \) be an integral domain and assume to the contrary, that \( k = r(A(l)) < l \). Then
\[ A(l) = \bigcup_{j=1}^{k} A_j \]
with single-valued sets \( A_1, \ldots, A_k \). Hence there are elements \( c_i = (c_{i,1}, \ldots, c_{i,l}) \in R^l \) such that for every \( 1 \leq i \leq k \),
\[ \text{ev}_{c_i}(A_i) = b_i \quad \text{for some} \quad b_i \in R \setminus \{0\}. \]
Therefore, for every \( \emptyset \neq J \subseteq \{1, \ldots, l\} \) there is some \( i \in \{1, \ldots, k\} \) such that \( \sum_{j \in J} X_j \in A_i \) and hence
\[ \left( \sum_{j \in J} X_j \right)(c_i) = \sum_{j \in J} c_{i,j} = b_i. \]
This is a contradiction to Lemma 9.3.2 (where the matrix $C$ is built from the row vectors $c_1, \ldots, c_k \in \mathbb{R}^l$ and $b = (b_1, \ldots, b_k)$).

10. Elementary abelian $p$-groups

Elementary $p$-groups may be viewed as vector spaces over the finite field $\mathbb{F}_p$. This allows to apply vector space methods and many combinatorial problems simplify considerably. Apart from being of interest for their own rights, a profound knowledge of elementary $p$-groups often makes it possible to study problems on arbitrary abelian groups by inductive methods i.e., if $G = C_{n_1} \oplus \cdots \oplus C_{n_r}$ with $p | n_1 | \cdots | n_r$, one considers the exact sequence

$$0 \rightarrow C^r_p \rightarrow G \rightarrow \bigoplus_{i=1}^{r} C_{n_i/p} \rightarrow 0.$$  

Combinatorial properties of elementary $p$-groups have been studied very extensively. Hence we just can refer the reader to [A-L-M], [M-W] or [Pe] to catch an impression of the progress achieved in this area.

Our first aim is to derive a structural result (Theorem 10.3) for maximal zero-free sequences, which heavily depends on the work of Section 9. We start with a lemma.

**LEMMA 10.1.** Let $G = C^r_p \times R = \mathbb{Z}/p\mathbb{Z}$ with $p$ prime, $r \in \mathbb{N}_+$ and $S = \prod_{i=1}^{l} g_i \in \mathcal{F}(G)$. Then $r(A(l) \setminus A(S)) \leq r(p-1)$.

**PROOF.** Let $(e_1, \ldots, e_r)$ be a basis of $G$ and $g_i = \sum_{\nu=1}^{r} c_{\nu,i} e_\nu$ with $c_{\nu,i} \in \mathbb{Z}$ for every $1 \leq i \leq l$. For every $\nu \in \{1, \ldots, r\}$ and every $m \in \{1, \ldots, p-1\}$ the set

$$A_{\nu,m} = \left\{ \sum_{i \in I} X_i \in A(l) \mid \emptyset \neq I \subseteq \{1, \ldots, l\}, \sum_{i \in I} (c_{\nu,i} + p\mathbb{Z}) = m + p\mathbb{Z} \right\}$$

is single-valued, since for $c_\nu = (c_{\nu,1} + p\mathbb{Z}, \ldots, c_{\nu,l} + p\mathbb{Z}) \in R^l$ we have

$$e_{\nu}(A_{\nu,m}) = \sum_{i \in I} (c_{\nu,i} + p\mathbb{Z}) = m + p\mathbb{Z} \in R \setminus \{0\}.$$  

Obviously, it is sufficient to verify that

$$A(l) \setminus A(S) \subseteq \bigcup_{\nu=1}^{r} \bigcup_{m=1}^{p-1} A_{\nu,m}.$$  

Let $f = \sum_{i \in I} X_i \in A(l) \setminus A(S)$ be given. Then $\sum_{i \in I} g_i \neq 0$ which implies that there is some $\nu \in \{1, \ldots, r\}$ such that $\sum_{i \in I} c_{\nu,i} e_\nu \neq 0$. Thus $\sum_{i \in I} (c_{\nu,i} + p\mathbb{Z}) = m + p\mathbb{Z}$ for some $m \in \{1, \ldots, p-1\}$ i.e., $f \in A_{\nu,m}$.

In order to show how our method works we give a new proof of the following well known result.
COROLLARY 10.2. \( D(C_p^r) = r(p-1) + 1 \) for \( p \) prime and \( r \in \mathbb{N}_+ \).

PROOF. By Proposition 3.2.1 it is sufficient to verify that \( D(C_p^r) \leq r(p-1) + 1 = l \). Let \( S = \prod_{i=1}^l g_i \) be a sequence in \( \mathcal{F}(C_p^r) \). We have to show that \( S \) is not zero-free. Lemma 10.1 and Proposition 9.4 imply that
\[
r(A(l) \setminus A(S)) \leq r(p-1) < l = r(A(l)).
\]
Hence \( S \) is not zero-free by Proposition 9.2. \(\square\)

THEOREM 10.3. Let \( G \) be an elementary \( p \)-group and \( S \in \mathcal{F}(G) \) a zero-free sequence with \( |S| = D(G) - 1 \). Then each two distinct elements of \( S \) are linearly independent.

PROOF. Suppose \( G = C_p^r \) with \( p \) prime, \( r \in \mathbb{N}_+ \), \( R = \mathbb{Z}/p\mathbb{Z}, S = gg' \prod_{i=1}^l g_i \) with \( l = D(G) - 3 = r(p-1) - 2 \) and suppose that \( \langle g \rangle = \langle g' \rangle \). We have to show that \( g = g' \). For \( r = 1 \) this follows from Proposition 4.2. Suppose \( r \geq 2 \) and choose a basis \( \langle g = e_1, e_2, \ldots, e_r \rangle \) of \( G \). Then \( g_i = c_i e_1 + h_i \) with \( c_i \in \mathbb{Z} \) and \( h_i \in H = \langle e_2, \ldots, e_r \rangle \) for every \( 1 \leq i \leq l \) and let \( T = \prod_{i=1}^l h_i \in \mathcal{F}(H) \). Then Lemma 10.1 implies that
\[
r(A(l) \setminus A(T)) \leq (r-1)(p-1).
\]
Lemma 9.1.3 and Proposition 9.4 yield that
\[
l = r(A(l)) \leq r(A(l) \setminus A(T)) + r(A(T))
\]
whence
\[
r(A(T)) \geq l - (r-1)(p-1) = p - 3.
\]
Since \( 0 \notin \Sigma(\prod_{i=1}^l g_i) \), it follows that
\[
0 \notin \left\{ \sum_{i \in I} c_i + p\mathbb{Z} \mid 0 \neq I \subseteq \{1, \ldots, l\} \text{ with } \sum_{i \in I} h_i = 0 \in H \right\} = ev_c(A(T))
\]
for \( c = (c_1 + p\mathbb{Z}, \ldots, c_l + p\mathbb{Z}) \in R^l \). Therefore by Lemma 9.1.2 we infer that
\[
|ev_c(A(T))| \geq r(A(T)) \geq p - 3.
\]
By assumption, \( g' = cg \) with \( c \in \{1, \ldots, p-1\} \) and hence \( \Sigma(gg') = \{g, cg, (1 + c)g\} \). Since \( S = gg' \prod_{i=1}^l g_i \) is zero-free and \( |ev_c(A(T))| \geq p - 3 \), it follows that \( |\Sigma(gg')| \leq 2 \). This implies that \( c = 1 \) whence \( g = g' \). \(\square\)

The following result was anticipated by van Emde Boas in [E2; pp. 18].

PROPOSITION 10.4. Let \( G = C_p^r \) for some odd prime \( p \) and some \( r \geq 2 \). If \( S \in \mathcal{U}^*(G) \) with \( \max\{v_g(S) \mid g \in G\} = p - 1 \) and if \( \max\{v_g(T) \mid g \in C_p^l\} = p - 1 \) for
every } 1 < i < r \text{ and every } T \in U^*(C^i_p), \text{ then}
\begin{align*}
S &= \prod_{i=1}^{r-1} \left( \prod_{j=1}^{p-1} \left( e_i + \sum_{k=1}^{i-1} a_{i,j}^{(i)} e_k \right) \right) \prod_{j=1}^{r-1} \left( e_r + \sum_{k=1}^{r-1} a_{r,j}^{(r)} e_k \right)
\end{align*}

for some basis } (e_1, \ldots, e_r) \text{ of } G \text{ and integers } a_{i,j}^{(i)} \in \mathbb{Z} \text{ such that } \sum_{i=k+1}^{r-1} \sum_{j=1}^{p-1} a_{i,j}^{(i)} + \sum_{j=1}^{p} a_{r,j}^{(r)} \equiv 1 \mod p \text{ for every } 1 \leq k \leq r - 1.

Conversely, every sequence of such a form lies in } U^*(G).

PROOF. Consider a sequence } S \text{ of the above form. For every } 1 \leq k \leq r - 1 \text{ we have}
\begin{align*}
v_k(S) &= p - 1 + \sum_{i=k+1}^{r-1} \sum_{j=1}^{p-1} a_{i,j}^{(i)} + \sum_{j=1}^{p} a_{r,j}^{(r)} \equiv 0 \mod p
\end{align*}

and obviously
\begin{align*}
v_r(S) &= p \equiv 0 \mod p.
\end{align*}

Hence } S \text{ is a zero sequence. Let } S' \text{ be a zero subsequence of } S \ldots \text{ Let } m \in \{1, \ldots, r\} \text{ be maximal with } v_m(S') > 0. \text{ Then } v_m(S') \equiv 0 \mod p \text{ implies that } m = r. \text{ We consider step by step } v_r(S'), v_{r-1}(S') \ldots \text{ to infer that } S' = S. \text{ Thus } S \text{ is a minimal zero sequence and obviously } |S| = (r - 1)(p - 1) + p = D(G).

Conversely, let } S \in U^*(G) \text{ be given with } \max \{ v_g(S) \mid g \in G \} = p - 1 \text{ and suppose that } \max \{ v_g(T) \mid g \in C^i_p \} = p - 1 \text{ for every } 1 < i < r \text{ and every } T \in U^*(C^i_p). \text{ We proceed by induction on } r.

Let } r = 2. \text{ Suppose that } v_{e_1}(S) = p - 1 \text{ for some } e_1 \in G. \text{ Choose some } e_2' \in G \setminus \langle e_1 \rangle. \text{ Thus } (e_1, e_2') \text{ is a basis of } G \text{ and}
\begin{align*}
S &= e_1^{p-1} \prod_{j=1}^{p} (a_j e_1 + b_j e_2')
\end{align*}

with integers } a_1, \ldots, a_p, b_1, \ldots, b_p.

Since for every } 1 \leq j \leq p \text{ the sequence } e_1^{p-1}(a_j e_1) \in F(C_p) \text{ contains a zero subsequence, it follows that } b_j \neq 0 \text{ for all } 1 \leq j \leq p.

Assume to the contrary, that not all } b_j \text{ are equal. Then, by Proposition 3.2 there exists some } \emptyset \neq I \subseteq \{1, \ldots, p\} \text{ such that } \prod_{i \in I} b_i e_2' \text{ is a zero sequence in } F(C_p). \text{ Then}
\begin{align*}
e_1^k \prod_{i \in I} (a_i' e_1 + b_i e_2')
\end{align*}

with } 0 \leq k \leq p - 1 \text{ and } k \equiv - \sum_{i \in I} a_i' \mod p, \text{ is a proper zero subsequence of } S, \text{ a contradiction. Therefore, } b_1 = \cdots = b_p = 0.

Finally, set } e_2 = a_1' e_1 + b e_2'. \text{ Then } (e_1, e_2) \text{ is a basis and}
\begin{align*}
S &= e_1^{p-1} \prod_{j=1}^{p} (a_j e_1 + e_2)
\end{align*}
with integers $a_1, \ldots, a_p$. Obviously, $\sum_{j=1}^p a_j \equiv 1 \mod p$.

To do the induction step, let $r \geq 3$ be given. We conclude from $r-1$ to $r$. Suppose $S = e_1^{p-1}T$ for some $0 \neq e_1 \in G$ and some $T \in F(G)$. Extend $e_1$ to a basis $(e_1, \ldots, e_r)$ of $G = G_p^r$ and consider the canonical epimorphism

$$\varphi : G \to H = \bigoplus_{i=2}^r e_i \succ 0$$

with $\varphi(e_1) = 0$ and $\varphi(e_i) = e_i$ for $2 \leq i \leq r$. Then $\varphi(S) = 0^{p-1}\varphi(T)$; clearly, $\varphi(T)$ is a zero sequence with $|\varphi(T)| = D(C_p^{r-1})$. Let $T'$ be a subsequence of $T$ such that $\varphi(T')$ is a minimal zero subsequence. Then there is some $l \in \{0, \ldots, p-1\}$ such that $e_lT'$ is a zero subsequence of $S$. This implies that $S = e_1^{p-1}T = e_l^1T'$ whence $T = T'$ and $\varphi(T)$ is a minimal zero sequence in $C_p^{r-1}$. Therefore, induction hypothesis reveals the structure of $\varphi(T)$ which implies the assertion. \qed

**Corollary 10.5.** Let $G = C_p \oplus C_p$ for some odd prime $p$ and $S = \prod_{i=1}^s g_i^{m_i} \in U^*(G)$ with pairwise distinct $g_i$ and $m_1 \geq \cdots \geq m_s \geq 1$.

1. $3 \leq s \leq p+1$.

2. If $m_1 = p-1$, then $S = e_1^{p-1}\prod_{i=1}^p (a_i; e_1 + e_2)$ for some basis $(e_1, e_2)$ of $G$ and integers $a_1, \ldots, a_p \in \mathbb{Z}$ with $\sum_{i=1}^p a_i \equiv 1 \mod p$. Conversely, every sequence of such a form lies in $U^*(G)$.

3. For every $j \in \{3, \ldots, p\}$ there is a sequence in $U^*(G)$ containing exactly $j$ distinct elements.

**Proof.** 1. Since $|S| = D(G) = 2p-1 = \sum_{i=1}^s m_i \leq s(p-1)$, it follows that $s \geq 3$. If $p = 3$, then there are $g_1, \ldots, g_4 \in G$ with $G = \{0, g_1, -g_1, \ldots, g_4, -g_4\}$ whence $s \leq 4$. Suppose $p \geq 5$ and set $S = g_1T$. By Theorem 10.3 $|\{g \in G | v_g(T) > 0\}|$ is bounded by the number of one-dimensional subspaces of $\mathbb{F}_p^2$ which equals $\frac{p^2-1}{p-1} = p+1$ whence

$$|\{g \in G | v_g(T) > 0\}| \leq p+1 < 2p-2 = |T|.$$

Therefore $T$ is not squarefree which implies $m_1 \geq 2$ and thus $s = |\{g \in G | v_g(S) > 0\}| = |\{g \in G | v_g(T) > 0\}| \leq p+1$.

2. This follows from Proposition 10.4.

3. Let $(e_1, e_2)$ be a basis of $G$ and $j \in \{3, \ldots, p\}$. We give an explicit example of some $S_j \in U^*(G)$ containing exactly $j$ distinct elements. If $j$ is odd, then

$$S_j = e_1^{p-1} e_2^{p-(j-2)}(e_1 + e_2) \prod_{i=2}^{j-1} (ie_1 + e_2)(-ie_1 + e_2)$$

has the required properties. For even $j$ we set

$$S_j = e_1^{p-1} e_2^{p-(j-2)} \left( \frac{p-1}{2} e_1 + e_2 \right) \left( \frac{p+3}{2} e_1 + e_2 \right) \prod_{i=1}^{j-1} (ie_1 + e_2)(-ie_1 + e_2).$$
For every integer $n \geq 2$ we consider the following two properties:

PROPERTY B. Every sequence $S \in \mathcal{U}(C_n \oplus C_n)$ contains some element $(n - 1)$ times.

PROPERTY C. Every sequence $S \in \mathcal{F}(C_n \oplus C_n)$ of length $3n - 3$ which does not contain a short zero subsequence has the form $S = a^{n-1}b^{n-1}c^{n-1}$ for some $a, b, c \in C_n \oplus C_n$.

Recall that every element $g$ contained in a sequence $S \in \mathcal{U}(C_n \oplus C_n)$ has order $n$ by Proposition 6.3. By Theorem 10.3 a prime $p$ satisfies property B if and only if every sequence $S \in \mathcal{U}(C_p \oplus C_p)$ contains $p - 1$ elements of a proper subgroup $H \subseteq C_p \oplus C_p$. If a prime $p$ satisfies property B, then the structure of all sequences $S \in \mathcal{U}(C_p \oplus C_p)$ is completely determined by Corollary 10.5. Property B has been verified for 2, 3, 5 and 7 and we conjecture that it holds for all primes.

In [E1] van Emde Boas studies a variant of Property C and conjectures that it holds for all primes (cf. page 4 and page 36). The equivalence of the van Emde Boas-Property and of Property C above was shown in [Ga5; Lemma 4.7]. Property C has been verified for 2, 3, 5 and 7. Its significance stems from investigations of Davenport's constant for groups of rank 3 (cf. [E3] and [Ga5]). Furthermore, if two integers $k, l$ satisfy Property C, then so does their product $kl$ (cf. [Ga6]).

As a final result in this paper we show that every prime, which satisfies Property B, also satisfies Property C. Both properties hold for $p = 2$. Hence from now on we restrict to odd primes. Let $p$ be an odd prime. For $a \in \mathbb{Z}$ let $|a|_p \in \{1, \ldots, p\}$ be such that $a \equiv |a|_p \mod p$. The following fact follows from Lemma 4.3.3 and will be used several times: if a sequence in $\mathcal{F}(C_p \oplus C_p)$ has no short zero subsequence, then it does not contain a zero subsequence of length $2p$.

We start with a lemma.

**Lemma 10.6.** Let $G = C_p \oplus C_p$ for some odd prime $p$ and $S = a^{p-1}b^{p-1}\prod_{i=1}^{p-1} c_i \in \mathcal{F}(G)$ a sequence which does not contain a short zero subsequence. If $p$ satisfies Property B, then $c_1 = \cdots = c_{p-1}$.

**Proof.** Let $S$ be as above and suppose that it does not contain a short zero subsequence. Then $(e_1 = a, e_2 = b)$ is a basis of $G$ and $S$ has the form

$$S = e_1^{p-1}e_2^{p-1}\prod_{i=1}^{p-1}(x_ie_1 + y_ie_2).$$
with \( x_i, y_i \in \{1, \ldots, p\} \). Since \( S \) has no zero subsequence of length \( p \) or \( 2p \), the same is true for

\[
S_{e_2} = (e_1 - e_2)^{p-1} 0^{p-1} \prod_{i=1}^{p-1} (x_i e_1 + (y_i - 1)e_2).
\]

Therefore

\[
(e_1 - e_2)^{p-1} \prod_{i=1}^{p-1} (x_i (e_1 - e_2) + (x_i + y_i - 1)e_2)
\]

is zerofree. Therefore \( \prod_{i=1}^{p-1} (x_i + y_i - 1)e_2 \) is zerofree in \( <e_2> \cong C_p \) whence

\[
x_1 + y_1 \equiv \cdots \equiv x_{p-1} + y_{p-1} \mod p.
\]

Since for every \( 1 \leq i \leq p - 1 \)

\[
e_1^{p-x_i} e_2^{p-y_i} (x_i e_1 + y_i e_2)
\]

is a zero subsequence of \( S \) of length \( 2p + 1 - (x_i + y_i) \), it follows that \( x_i + y_i \leq p \). Thus

\[
x_1 + y_1 = \cdots = x_{p-1} + y_{p-1} = m
\]

for some \( m \) with \( 2 \leq m \leq p \).

If \( m = 2 \), then \( x_1 = y_1 = \cdots = x_{p-1} = y_{p-1} = 1 \) and the assertion is proved.

Suppose \( m = p \). If \( \prod_{i \in I} x_i e_1 \) is a zero sequence for some \( \emptyset \neq I \subset \{1, \ldots, p - 1\} \), then the same is true for \( \prod_{i \in I} y_i e_2 \) and thus \( \prod_{i \in I} (x_i e_1 + y_i e_2) \) would be a zero sequence. Since \( S \) contains no short zero subsequence, \( \prod_{i=1}^{p-1} x_i e_1 \) is zerofree whence \( x_1 = \cdots = x_{p-1} \). Therefore \( y_1 = \cdots = y_{p-1} \) and the assertion is proved.

Suppose that \( 3 \leq m \leq p - 1 \). Then there is a unique \( t \in \{2, \ldots, p - 2\} \) such that \( t(m - 1) \equiv 1 \mod p \); thus \( |tm| = t + 1 \). Obviously, it is sufficient to show that for every subset \( I \subset \{1, \ldots, p - 1\} \) with \( |I| = t \) all \( x_i \) resp. all \( y_i \) with \( i \in I \) are equal.

Let \( I \subset \{1, \ldots, p - 1\} \) with \( |I| = t \) and consider the sequence

\[
S_I = e_1^{p-|\Sigma_{i \in I} x_i|} e_2^{p-|\Sigma_{i \in I} y_i|} \prod_{i \in I} (x_i e_1 + y_i e_2).
\]

Clearly, \( S_I \) is a zero subsequence of \( S \) of length

\[
|S_I| = 2p + t - |\Sigma_{i \in I} x_i| - |\Sigma_{i \in I} y_i| = 2p + t - |\Sigma_{i \in I} x_i| - |tm - \Sigma_{i \in I} x_i|_p
\]

\[
= \begin{cases} 
2p + t - |tm|_p = 2p - 1, & |tm|_p > |\Sigma_{i \in I} x_i|_p \\
2p + t - (p + |tm|_p) = p - 1, & |tm|_p \leq |\Sigma_{i \in I} x_i|_p
\end{cases}
\]

However, since \( S \) has no short zero subsequence, we infer that \( |tm|_p > |\Sigma_{i \in I} x_i|_p \) and that \( S_I \) is a minimal zero sequence. Thus \( S_I \in \mathcal{U}^*(G) \). Since \( t \leq p - 2 \) and \( \{x_i e_1 + y_i e_2 \mid i \in I\} \cap \{e_1, e_2\} = \emptyset \), Property B implies that either

\[
p - |\Sigma_{i \in I} x_i|_p = p - 1 \text{ or } p - |\Sigma_{i \in I} y_i| = p - 1.
\]
Therefore either
\[ e_2^{p-1} \left| \sum_{i \in I} y_i e_1 \right|_p \prod_{i \in I} y_i e_2 \text{ or } e_1^{p-1} \left| \sum_{i \in I} x_i e_1 \right|_p \prod_{i \in I} x_i e_1 \]
is a minimal zero sequence which implies that either all \( y_i \) are equal to 1 or all \( x_i \) are equal to 1.

\[ \square \]

**Theorem 10.7.** Every prime having Property B also satisfies Property C.

**Proof.** We may suppose that \( p \) is an odd prime and set \( G = C_p \oplus C_p \). Let \( S \in \mathcal{F}(G) \) be a sequence of length \( 3p - 3 \) which does not contain a short zero subsequence. Since by Lemma 4.3.2 the sequence 0\( S \) contains a zero subsequence of length \( p \) or \( 2p \), the sequence \( S \) contains a zero subsequence \( T \) of length \( |T| \in \{p-1, p, 2p-1, 2p\} \). Therefore \( |T| = 2p - 1 \) and \( T \) is a minimal zero sequence. Hence by Property B there is some \( b \in G \) with \( b^{p-1} \mid T \) and thus
\[ S = b^{p-1} \prod_{i=1}^{2p-2} c_i. \]

Since \( S \) has no zero subsequence of length \( p \) or \( 2p \), the same is true for
\[ S_b = 0^{p-1} \prod_{i=1}^{2p-2} (c_i - b). \]

Therefore \( \prod_{i=1}^{2p-2} (c_i - b) \) is zero-free and \( c \prod_{i=1}^{2p-2} (c_i - b) \in \mathcal{U}^*(G) \) with \( c = -\sum_{i=1}^{2p-2} (c_i - b) \). Next we use Property B. If there is some \( g \in G \) such that \( g^{p-1} \mid \prod_{i=1}^{2p-2} (c_i - b) \), then \( b^{p-1} (g + b)^{p-1} \mid S \) and the assertion follows from Lemma 10.6. Hence suppose that
\[ e_1^{p-2} \mid \prod_{i=1}^{2p-2} (c_i - b) \]
and without restriction we may further suppose that \( c = c_1 - b \). Since \( S \) contains no short zero subsequence, we infer that \( c + b \not< b \). Therefore \( (e_1 = c_1 = c + b, e_2 = b) \) is a basis of \( G \) and \( S \) has the form
\[ S = e_1^{p-2} e_2^{p-1} \prod_{i=1}^{p} (x_i e_1 + y_i e_2) \]
with \( x_i, y_i \in \{1, \ldots, p\} \).

Setting
\[ S_{e_2} = 0^{p-1} (e_1 - e_2)^{p-2} \prod_{i=1}^{p} (x_i e_1 + (y_i - 1) e_2) \]
and arguing as above we infer that
\[ (e_1 - e_2)^{p-2} \prod_{i=1}^{p} (x_i e_1 + (y_i - 1) e_2) \]
is zerofree. Therefore
\[(e_1 - e_2)^{p-1} \prod_{i=1}^{p} (x_i(e_1 - e_2) + (x_i + y_i - 1)e_2)\]
is a minimal zero sequence, since
\[0 = c_1 - b + \sum_{i=1}^{2p-2} (c_i - b) = c_1 + b + \sum_{i=1}^{2p-2} c_i\]
\[= e_1 + e_2 + (p-2)e_1 + \sum_{i=1}^{p} (x_i e_1 + y_i e_2).\]
Clearly, \((e_1 - e_2, e_2)\) is a basis of \(G\) whence \(\prod_{i=1}^{p} (x_i + y_i - 1)e_2 \in \mathcal{U}^* (< e_2 >)\) which implies that
\[x_1 + y_1 \equiv \cdots \equiv x_p + y_p \mod p.\]
Let \(1 \leq i \leq p\); if \(x_i = 1\) and \(y_i = p\), then \(e_1^{p-1} e_2^{p-1} | S\) and the assertion follows from Lemma 10.6. We exclude this case and assert that
\[(*)\]
\[3 \leq x_1 + y_1 = \cdots = x_p + y_p \leq p - 1.\]
Assume to the contrary that \(x_i + y_i \geq p + 1\). Then \(x_i \geq 2\) and
\[e_1^{p-x_i} e_2^{p-y_i} (x_i e_1 + y_i e_2)\]
is a zero subsequence of \(S\) with length \(2p + 1 - (x_i + y_i) \leq p\), a contradiction. Thus
\[x_1 + y_1 = \cdots = x_p + y_p = m\]
for some \(m\) with \(2 \leq m \leq p\).

Assume that \(m = p\). There is a non-empty subset \(I \subseteq \{1, \ldots, p\}\) such that \(\Sigma_{i \in I} x_i e_1 = 0\). This implies that \(\Sigma_{i \in I} y_i e_2 = 0\) whence \(\prod_{i \in I} (x_i e_1 + y_i e_2)\) is a short zero subsequence of \(S\), a contradiction.

Assume that \(m = 2\); then \(x_1 = y_1 = \ldots = x_p = y_p = 1\) whence \(\prod_{i=1}^{p} (x_i e_1 + y_i e_2)\) is a short zero subsequence of \(S\), a contradiction.

Therefore (*) is proved. Hence there is a unique \(t \in \{2, \ldots, p-2\}\) such that \(t(m-1) \equiv 1 \mod p\) and thus \(|tm|_p = t + 1\).

Let \(I \subseteq \{1, \ldots, p\}\) be a subset with \(|I| = t\) and \(\Sigma_{i \in I} x_i \not\equiv 1 \mod p\). Then
\[2 \leq |\Sigma_{i \in I} x_i|_p \leq p,\]
\[S_I = e_1^{p-1} \prod_{i \in I} (x_i e_1 + y_i e_2)\]
is a minimal zero subsequence of \(S\) with length \(|S_I| = 2p - 1\); thus either all \(x_i\) are equal to 1 or all \(y_i\) are equal to 1 (argue as in Lemma 10.6).

Therefore, for every subset \(I \subseteq \{1, \ldots, p\}\) with \(|I| = t\) we have:
\[(**)
\[\text{either } \Sigma_{i \in I} x_i \equiv 1 \mod p \text{ or all } x_i \text{ are equal to } 0 \mod m - 1.\]
Assume to the contrary, that there are three distinct elements among \( x_1, \ldots, x_p \); without restriction \( x_{p-1} \neq x_{p-2} \neq x_p \neq x_{p-2} \). Since \( t - 1 \leq p - 3 \), it follows that \( | \{ x_j + \sum_{i=1}^{j-1} x_i | p - 2 \leq j \leq p \} | = 3 \), a contradiction to (**) 

Therefore, \( \prod_{i=1}^{p} x_i e_j = (x e_1)^v (x' e_1)^v \) with \( x, x' \in \{ 1, \ldots, p \} \), \( x \neq x' \), \( u + v = p \) and \( 0 \leq v \leq u \). If \( v \leq 1 \), then \( u \geq p - 1 \) and Lemma 10.6 implies the assertion.

Assume to the contrary, that \( 2 \leq v \leq u \). If \( t \geq 3 \), one can choose \( u_0 \in \{ 2, \ldots, u - 1 \} \) and \( v_0 \in \{ 1, \ldots, v - 1 \} \) such that \( u_0 + v_0 = t \) because \( t \leq p - 2 = u + v - 2 \). However, 

\( u_0 x + v_0 x' \neq (u_0 - 1)x + (v_0 + 1)x' \)

which contradicts (**). Hence suppose \( t = 2 \). Using (**) we infer that \( x + x' \equiv 1 \mod p \). Thus \( x + x' \equiv x + x' \equiv 1 \mod p \) whence \( x \in \{ 1, m - 1 \} \). We argue in a similar way for \( x' \) and obtain \( \{ x, x' \} = \{ 1, m - 1 \} \). Therefore \( m = x + x' \equiv 1 \mod p \), a contradiction to \( 3 \leq m \leq p - 1 \).

\[ \square \]
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