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Introduction

Some useful books:
e Miles Reid - Undergraduate algebraic geometry, LMS Student Texts 12, CUP, 1988.
e Miles Reid - Undergraduate commutative algebra, LMS Student Texts 29, CUP, 1995.

e MLE Atiyah and I.G. MacDonald - Introduction to commutative algebra, Westview Press,
1994

e David Cox, John Little, and Donal O’Shea - Ideals, Varieties, and Algorithms, UTM Springer,
Fourth Edition, 2015.

e Rodney Sharp - Steps in commutative algebra 2nd Ed, LMS Student Texts 51, CUP, 2000.
e Robin Hartshorne - Algebraic Geometry, Springer Verlag, 1997. (First chapter only)
e W. Fulton - Algebraic Curves.

Brief history

Commutative algebra has its origins in number theory and geometry. On the other hand, it is the
foundation of modern algebraic geometry and complex analytic geometry.

The most basic commutative rings are the integers Z and the polynomial ring k[x] over a field k.
We will also encounter these rings frequently.

Commutative algebra was probably started by Dedekind, who coined the notion of an ideal in
Z (around 1870). Ideals are a generalization of prime elements. David Hilbert introduced the
notion of a ring. A few years later, 1890, he proved his famous basis theorem, that says that every
ideal in polynomial ring (over a field) is finitely generated (this will be proven in the course).
Later on, in the 1920s, Emmy Noether studied the ascending chain condition on commutative
rings (we will work a lot with Noetherian rings). This was in some sense the birth of modern ab-
stract algebra. The 1930s saw developments of dimension theory of commutative rings, as well
as the concepts of localization and completion (mostly by the German mathematician Felix Krull).

In the 1940 geometry enters the picture, with work by Claude Chevalley and Oscar Zariski: they
applied the formal language of modern abstract algebra to algebraic geometry. The next milestone
for algebraic geometry came already in the 1960s, when Alexander Grothendieck developed the
language of schemes that revolutionized our understanding of algebraic geometry.

Since then, there are many different directions of research in commutative algebra and alge-
braic geometry, from the abstract (homological methods) to computational commutative alge-
bra (Grobner bases techniques). We mention a few more important results: Heisuke Hironaka
proved resolution of singularities in 1964, Michael Artin proved the approximation theorem 1969.
From the 1970s on homological methods became popular (e.g via work of Auslander, Buchsbaum,
Northcott, Rees, Eisenbud, and of course, Serre). Melvin Hochster formulated the homological con-
jectures in 1970, which are still a major object of study. One of them, the direct summand conjec-
ture, was only recently proven in 2017 by Yves André using the machinery of Scholze’s perfectoid
spaces.

Some examples

Here we give a few examples of typical problems in commutative algebra and algebraic geometry.



Divisibility
Example. Consider the polynomial ring C[x] in one variable with coefficients in the complex

numbers and let
f(x) =x*—2x*+1 and g(x) = x> +x% —2x.

Question: Do f(x) and g(x) have a common factor? (Equivalently: Do the two functions have
a common 0? or: Do the two subsets {x € C : f(x) = 0} and {x € C : g(x) = 0} of C have
nonempty intersection?)

Solution: Using Euclid’s algorithm, we can write f(x) = g(x)(x — 1) + (x> — 2x + 1), and further
with 71 (x) 1= x> — 2x + 1 we get g(x) = r1(x)(x +3) + (3x — 3). We find that rp(x) := 3x — 3
divides r1(x) and thus (x — 1) is a common factor of f(x) and g(x). Geometrically, this means
that the set X := {x € C : f(x) = g(x) = 0} in C is nonempty, more precisely X = {1}.

Example. Consider the three polynomials in C|x, y]:

flxy) = x° *yz,g(x,y) =x+y and h(x,y) :=x—y.

Do these three polynomials have a common “factor”? It is not quite clear how to factor polynomi-
als in several variables, but we can still ask the geometric question: do the zerosets X; := {(x,y) €
C?: f(x,y) =0}, Xp := {(x,y) € C?: g(x,y) = 0} and X3 := {(x,y) € C?: h(x,y) = 0} have
a nonempty intersection in C2? More compactly: is X; N Xo N X3 = {(x,y) € C*>: f(x,y) =
g(x,y) = h(x,y) = 0} equal to @? We can even become more greedy and ask to find all solutions
of this system of equations in C2, or ask about the size of solutions (which has to be defined in a
suitable way!).

In this example one easily finds that X; N X, N X3 = {(0,0) } has only one solution. In due course
we will learn about some more general algebraic techniques, involving so-called Grobner bases, to
solve systems of polynomial equations in several variables. Algebraically these will be questions
about ideals in polynomial rings.

Geometry

In the last example we have already alluded to the fact that solutions of systems of polynomial
equations can be interpreted geometrically. Let us introduce some terminology: Let K be a field
and K[x1,...,x,] be the polynomial ring over K in n variables. A polynomial P(xy,...,x,) =
Y peNt 4gx”, where x* = x’fl - xy" and a, € K, gives a function P : K" — K, (ay,...,a,) —
P(ay,...,a,). For example, the polynomial P(x,y) := x° — y* € R[x,y| evaluates to 0 for the
points (0,0), (1,1), (1, 5)-

Given polynomials P (x), ..., Pr(x) € K[x1,...,x,], one defines
V(Py,...,5) ={(a,...,an) € K" : Pi(ay,...,a,) =0foralli=1,...,k}.

Sets X C K" of the form X := V(P ..., P) are called algebraic sets and we will see in the course
that they reflect algebraic properties of so-called ideals in the polynomial ring K[x1, ..., x,]. For
example, we have V(P;, P,) = V(P;) NV(P,) and V(P; - P») = V(P;) UV(P).

In particular: finding V (P, ..., Py) is equivalent to solving the system of polynomial equations
{x e K": Py(x) = = Pe(x) = 0}.

Solutions over different rings

Example 0.1. What are the integer solutions of X? + Y2 = Z2? Solutions certainly exist, for
example
(X,Y,Z) = (3,4,5),

but are there others? Can we find all of them?

Note first that if Z = 0 then both X and Y must also be zero. Assuming henceforth then that

Z # 0 we substitute x = % andy = % we can re-frame the question as



What are the rational solutions of x> + y* = 1?

Think of the solution set as a circle in IR2:

<

Consider a line of slope t through (0, 1) that rotates about (0,1). We can then find all solutions of
our new equation by using t as a new parameter. Note that we will obtain any rational point on
the circle except (0, —1), which would correspond to = co.

Ny

y—tx=1
x2+y2:1

Substituting the first of these into the second we see

So we want rational solutions of

P (tx+1)?=1 = ®>+22420x4+1=1
— (P +1)+2tx=0
— x(x(t2+1)+2t):0.

—2t
This gives two solutions, x = 0 and x = ran The first solution for x gives y = 1, and the
second gives
22 1= 1—+#2
TTer T T ixe



Note that also ¢ = 0 gives y = 1. All rational points on the circle are therefore

-2t 1—1¢2

(x,]/) = (01_1) and (x,y) = (1_'_1—2’1_‘_t2

) (t € R).
We need to see which values of ¢ give rational values of x and y. A bit of checking shows that
x,y€Q <= tcQ.Solett =", where m and n are coprime integers. Then

—2mn n? — m?

x=———andy=—5——.
m? + n? ST

Returning to our original variables X, Y and Z we see that integer solutions to X2 + Y2 = Z? can
be given by

Y =2mn, Y = n® — m2, Z=m*+ n2, m,n € Z, m,n coprime, or

2 .2 2 2
2m,Z:m2+n if both m and n are odd.

For instance, m =1,n =3 gives X =3,Y =4,Z = 5.

X:mn,Y:n

Parametrization of algebraic varieties

Similar to linear algebra, where one finds parametrizations of linear sub-spaces of K", one may
want to find a parametrization of an algebraic set X C K". This may not be possible in general,
but sometimes one can use known parametrizations of so-called smooth algebraic varieties to
construct parametrizations of more complicated ones.
For example, let X := V(x* 4+ y? — x2) C R2. This curve, determined by f(x,y) = x* +y? — x? is
called lemniscate. How can we find a parametrization of X?
We make the following observation: consider the map 7 : R?> — RR? sending a point (a,b) —
(a,ab). Then

flr(ey)) = flxxy) = 2+ 2%y — 2 = 22(P + 2 - 1)

Using that V(x2(x? + y*> — 1)) = V(x?) UV(x? + y*> — 1), we see that V(f(7t(x,y)) is the union
of a circle and a line. Of course one can parametrize the circle with the standard parametriza-
tion x = cost and y = sint (or, if one wants to avoid transcendental functions, with the rational
parametrization from the example above). But then we see, that X is parametrized by all points
(x, xy) that satisfy f(x, xy) = 0, and thus we obtain the parametrization (cost,cost - sint) of X.

Although this construction seems ad-hoc, 7t is an example of a blow up map, that actually is a
so-called resolution of singularities of X.



Part 1

Commutative Algebra

1 Revision of rings

Definition 1.1. A ring is a triple (R, +, -) of a set R and two binary operations
+:RxR— R (addition)
-:RXx R — R (multiplication)
such that the following hold:
(i) (R,+) is an abelian group, with identity 0 = Og;

(ii) thereisanelement1 =1gsuchthatl-r=r-1=rforallr € R;

(iii) - is associative,ie. (r-s)-t=r-(s-t)forallr,s, t € R;

(iv) - distributes over +,ie.7-(s+t)=r-s+r-tand (s+t)-r=s-r+t-rforallr,s,t € R.

We will often abbreviate the triple (R, +, -) to just R with the operations implicit, and moreover
the multiplication r - s to just 7s.

Definition 1.2. A ring R is called commutative if rs = sr for allr,s € R.

Remark. In this course all rings will be commutative rings, and so hereafter we will take “ring”
to mean “commutative ring”.

Example 1.3. (i) Z, the set of integers.

(ii) Zn = Z/nZ, the integers modulo .

(iii) IR, the set of real numbers.

(iv) C, the set of complex numbers.

(v) C[0,1], the set of continuous functions on [0, 1].

(vi) Gaussian integers Z[i] = {a +bi:a,b € Z}.
(vii) Let X be any set, and define §x = RX = {functions f : X — R}. Define +, - : §x X Fx —

§x by
(f+9):X—R
x = f(x) +8(x),

(f-9): X—=R

x = f(x)g(x).

Then Fx is a commutative ring, with additive identity Oz, : x + 0 and multiplicative
identity 13, : x — 1.



(viil) We can also construct new rings from old ones. Let R be any commutative ring, and define
n .
R[x] = {polynomials in x with coefficientsin R} = ¢ } "r;x' :n € Nandr; € RVi.
i=0
This is also a commutative ring. We can then define R[x1, ..., x,] inductively by
Rlx1,...,xn] = Rlx1,..., x5_1][xn].

This is just polynomials in the variables x1, . .., x,, with coefficients in R.

(ix) R[[x]] = {formal power series in x with coefficients in R} = {Z rix i €R Vi}. Note
i=0

that these are formal objects, not necessarily functions from R to R. For instance, Y7, x' is
an element of R[[x]], but we cannot evaluate this at x = 1 so it does not define a function
R — RR.

Definition 1.4. A field is a ring K where every element other than Ox has a multiplicative inverse.
Formally, for each r € K\ {0} there exists an r~! € K\{0} such that rr—! = r~1r = 1.

Example 1.5. (i) Familiar fields are C, R, Q. Another example is Z, = Z/pZ. for any prime p.

(ii) Z itself is not a field, nor is the set Z[i] of Gaussian integers. For instance, 2 4 0i has no
inverse. In fact the units of Z[i] are 1, +i.

We will now see another way of constructing rings and fields from old ones:

Example 1.6. Let R, S be rings. The Cartesian product R x S = (R X S,+,-) of Rand S is also a
ring, where we define

(r1,81) + (r2,52) = (11 + 12,51 + 52)
(r1,51) - (r2,52) = (r1r2,5152).

for all r1,7p € R, 51,50 € S. We have Ogxs = (0Og,0s) and 1gxs = (1g,1s). Note that if K and L
are fields then K x L is not a field, for instance (0, 1) has no multiplicative inverse.

Definition 1.7. A subset S C R of a ring R is called a subring if (S, +) is a subgroup of (R,+),
1g € S and S is closed under multiplication. Similarly, if K is a field then a subset L C K is called
a subfield if it is a subring of K and r~! € L for all non-zero r € L.

Example 1.8. Let R = Rand S = {a+b\/5:4a,b € Z}. Clearly 0 =0+ 0v/5,1 =1+0/5€ S, s0
we will check that it is additively and multiplicatively closed. For all a,b,¢c,d € R, we have

(a+bV5)+ (c+dV5) = (a+c)+ (c+d)V5¢€S,

(a4 bV5)(c 4+ dv/5) = ac + adv/5 + bev/5 + 5bd
= (ac +5bd) + (ad + bc)V/5 € S.

Similarly if R = C, then S = {a+by/—5 : a,b € Z} is a subring. Rings like these play an
important role in areas of number theory.

Definition 1.9. Let R, S be rings. A ring homomorphism from R to S is amap ¢ : R — S such that
forallr,mp € R:

(i) @(r1+12) = o(r1) + @(r2);
(ii) @(r1r2) = @(r1)@(r2);



(i) ¢(1r) = 1s.
If ¢ is bijective then we say ¢ is an isomorphism.

Exercise (Exercise sheet 0). If ¢ : R — S is a ring isomorphism, prove that ¢! : S — R is a ring
homomorphism (and hence also an isomorphism).

Definition 1.10. Let ¢ : R — S be a ring homomorphism. The kernel of ¢, denoted Ker ¢, is the
set
Kerg = {r € R: ¢(r) = 0s}.

The image of ¢, denoted Im ¢, is the set
Im¢ = {¢(r): v € R}.
The proof of the following proposition is left as an easy exercise:
Proposition 1.11. (i) Im ¢ is a subring of S.
(ii) Ker ¢ is not necessarily a subring of R.

Proof. Exercise. 0

2 Revision of ideals

That Ker ¢ is not a subring of R causes us problems if we wish to introduce quotient rings like
we introduced quotient groups. Note that if H is a subgroup of G then G/ H does not necessarily
exist. Note also that dealing with commutative groups circumvents this problem, but that is not
the case when dealing with rings. The “correct” notion of a substructure that allows us to take
quotients is that of an ideal.

Definition 2.1. Let R be aring. A subset I C R is called an ideal if:
Q) I #2;
(ii) forallx,ye ,x—yel;
(iii) forallx e landr € R, rx € L.

We write I C R to mean [ is an ideal of the ring R.
If I # R, then we say that I is a proper ideal of R.

Example 2.2. (i) Let R be a ring. Then {Og} and R are both ideals of R, usually referred to as
trivial ideals.

(ii) For any n € Z, nZ is an ideal of Z.

(iii) For a ring homomorphism ¢ : R — S, Ker ¢ is an ideal of R. Indeed let x,y € Ker ¢ and
r € R, then
»(0) =0s00 € Kerg (Kerg # @),
Px+y) =¢(x) +¢y) =0+0=0s0x+y & Kerg,
p(rx) = @(r)p(x) = ¢(r)0 = 0so rx € Ker ¢.
(iv) A crucial example for algebraic geometry, and one we will encounter many times later in
the course, is the following. Let K be a field (usually R or C), V C K" be a set and R =

K[Xji,...,Xyu]. Then
I(V)={f€R:f(v)=0forallv e V}

is an ideal of R.



Definition 2.3. Let A be a non-empty subset of a ring R. The ideal generated by A, denoted (A), is
the set of all elements

n
(A) = {Eriai:neN, r,...,tn €R, ay,...,a, GA}.
i=1

We say an ideal [ is finitely generated if there exists a finite subset A C R such that [ = (A). If
I = (a) is generated by one element, then I is called a principal ideal.

Example 2.4. Let R = K[x,y,z], and I = (x,y,z). Then I consists of all polynomials in K[x, y, z]
without constant term. One can show that I = ], where | = (x +y,y + 22, z).

We can also perform operations on ideals as per the following proposition.
Proposition 2.5. Let I, | be ideals of a ring R. The following are then also ideals of R:
(i) IN] ={x:x € Iand x € J}, the intersection of [ and J;

(ii) I] = ({xy: x € I,y € J}), the product of I and J;

(iii) 1+ ] =(IU]J), thesumof I and J;

(iv) (I:]) ={r € R:r] C I}, theideal quotient of I and ].
Proof. Exercise. See Exercise Sheet 1. O
In algebraic geometry the following type of ideals will play an important role:

Definition 2.6. Let I C R be an ideal in a ring. Then
V1 := {x € R : there exists an n € N such that x" € I}

is an ideal, called the radical of I. If I = V1, then I is called a radical ideal.
See exercise sheet 1 for a proof that /T is an ideal in R.

Example 2.7. (1) Let I = 288Z in Z. Then V1 = 6Z (see this from 288 = 2532), and so I is not a
radical ideal.
(2) Let I = (x?,4?) in K[x,y]. Tt is clear that v/T 2 (x,y). For the other inclusion note that a

polynomial P(x,y) is in /I if and only if there exists an 7, such that P"(x, y) is in I, that is P" does
not have a constant term. But P(0,0)" = 0 if and only if P(0,0) = 0, thus P itself must be without
nonconstant term, thus P(x,y) € I.

We will now move on to quotient rings.
Definition 2.8. Let I be an ideal of a ring R. A coset of I in R is a set
r+I={r+x:xel}
for some r € R. This may also be denoted by 7, and we denote by R/ the set of cosets of I in R.
The following proposition is straightforward:

Proposition 2.9. (i) Two cosets are either equal or disjoint, and the union of all cosets is R. We say
that the cosets partition R.

(i) Cosetsr + I and s + I are equal if and only if r —s € L

(iii) We can define multiplication and addition on R/ 1 by setting (r + 1)+ (s+ 1) = (r+s) + I and
(r+I)(s+1I)=rs+1

(iv) The additive and multiplicative identities of R/ I are 0+ I = I and 1 + I respectively.



This proposition shows that we have a ring structure on R/ I, with much of the structure inherited

from

the ring structure on R.

Proposition 2.10. Let I be an ideal of a ring R. Define ¢ : R — R/I1 by ¢(r) = r + I. Then:

(i)
(i1)
(iii)

Proof.
(i)
(iii)

@ is a ring homomorphism (called the quotient homomorphism);
Kergp = I,

there is a bijection between ideals of R/ I and the ideals of R which contain 1, given by

JCR/I+— ¢ Y)={reR:r+1€]}
ICKCR+—— @(K)={r+1:reK}.

(i) See Exercise Sheet 1.
See Exercise Sheet 1.

For an ideal K such that I € K C R, we first show that ¢(K) is an ideal of R/I (note
that this may not be true for any ¢). Clearly ¢(K) # @, as ¢(I) = I € ¢(K). For any
two cosets r + I,s + I € ¢(K) we have r,s € K, and since K is an ideal then r —s € K.
Hence (r+1) — (s+ 1) = (r—s) + I € ¢(K). If now we also choose any t + I € R/I then
(t+1)(r+1) =tr+1 € ¢(K), since tr € K again due to K being an ideal of R.

We now show that the assignment K — ¢(K) is injective. Suppose K # K’ are both ideals
of R containing I, then without loss of generality there is some r € K such thatr ¢ K'. We
clearly have r + I € ¢(K). We will show thatr + I ¢ ¢(K’), thus ¢(K) # ¢(K’). Assume for
a contradiction that 7 + I € ¢(K'), then r + I = s + I for some s € K'. By the equality rule
for cosets, we have r —s € I C K/, and hence (r —s) +s = r € K, a contradiction.

Finally, we show the map K — ¢(K) is surjective. Given an ideal ] C R/I we clearly have
(¢~ 1(])) = ], so we must show that ¢~ 1(]) is an ideal of R containing I. The containment
is easy, since I = ¢~ 1(0) C ¢~ '(]). If now r,s € ¢~ !(]), then r + I,s + I € ] and hence
(r—s)+ 1 € ]. Therefore r —s € ¢~ !(J). Similarly if t € Rthent+ 1 € R/Iand (t +I)(r +
I)=tr+1¢€ ], hencetr € ¢ 1(]).

O

Theorem 2.11. Let ¢ : R — S be a ring homomorphism. Then ¢ : R/Ker ¢ — Im ¢ given by ¢(r +
Ker ¢) = ¢(r) is an isomorphism.

Proof.

See Exercise Sheet 1 (remember to check that this is well defined!). O

3 Prime ideals

Definition 3.1. An ideal p of R is called a prime ideal if;

(i)
(ii)

p#R;

XYyeEpPp = xEporyeEp.

The first example below explains the name of these ideals.

Example 3.2. (i) The ideal nZ of Z is prime if and only if either 7 is prime or n = 0 (Exercise).

(ii)

The ideal (f) of C[x] is prime if and only if either f = 0 or f is irreducible, i.e. f cannot be
written as the product of two polynomials of positive degree.

Proposition 3.3. Let ¢ : R — S be a ring homomorphism. If p C S is a prime ideal, then ¢! (p) C R is
a prime ideal.

10



Proof. Letx,y € Rbesuchthatxy € ¢~ 1(p),ie. p(xy) € p. Now ¢(xy) = ¢(x)¢(y), and since p is
prime we therefore have either ¢(x) € p or ¢(y) € p. Hence either x € ¢! (p) ory € ¢~ 1(p). O

Proposition 3.4. Let I be an ideal of a ring R. If p is a prime ideal of R containing I, then the image of p
in R/ 1 is also prime.

Proof. Denote by p the image of pin R/I. Supposex+ I,y +1 € R/Iaresuchthat (x+1)(y+1) €
p. Then xy + I € p, so there is some p € p such that xy — p € I C p. Therefore xy € p, so either
X €pory € pasypisprime, thuseitherx+1 €pory+1 € p. O

Remark 3.5. These two propositions show that the bijection between ideals of R/ and ideals of
R containing I restricts to a bijection between prime ideals of R/ I and prime ideals of R containing
I

Definition 3.6. A ring R is an integral domain if:
(i) R #{0};
(ii) forall7,s € R,rs =0 = r = 0 or s = 0, i.e. there are no non-zero zero divisors.
Example 3.7. (i) Z and K[x] are integral domains.
(ii) R = K[x]/{(x?) is not an integral domain, since ¥ # 0in R butx - ¥ = 0.
(ili) Z4 is not an integral domain, as (2+4Z)(2+4Z) =4 +4Z = 0.
(iv) R[x]/(x?+ 1) is an integral domain but C[x]/(x? + 1) is not. (Why?)

() Rlx,y]/{x*> — y?) is not an integral domain. Geometrically, V((x> — y?)) corresponds to
two crossing lines in IR?. The ring R[x, y]/ (x> — y?) is an integral domain. Geometrically,
V({x?> —y?)) is a cusp in R?, an irreducible curve (see later about the connection between
irreducible algebraic varieties and prime ideals).

Theorem 3.8. Let I C R be an ideal. Then I is prime if and only if R/ 1 is an integral domain.

Proof. Suppose I is prime. Then since I # R we have R/I # {0}. Now suppose a + I is non-zero
in R/I and there issome b+ 1 € R/Isuchthat (a+1)(b+1) =1 Thenab+1 = TIandab € I.
Since I is prime we have eithera € [ or b € I, but since a + I # I this forcesb € I. Henceb+1 =0
in R/I, and R/I is an integral domain.

Suppose now that R/I is an integral domain. Since R/I # {0} we must have I # R. Now let
ab € I for some a,b € R, thenab+1 = (a+I)(b+I) = I. Since R/I is an integral domain, we
must have eithera+ [ = I or b+ I = I, and hence either a € [ or b € I. Therefore I is prime. O

Theorem 3.9. Let R beavring, Iy,..., I, C R beideals, and p C R be a prime ideal. Then the following
are equivalent:

(i) 1; Cp forsomel < j<n;
(ii) Ilﬂ"'mlngp;
(iii) Iy -- - I, Cp.

Proof. (i) = (ii) = (iii) are trivial.
(iii) == (i): Assume that I;---I, C pbutforall 1 < j < n we can choose 4; € I;\p. Then
ap---ap €L ---I,\paspis prime, a contradiction.
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4 Maximal ideals

Definition 4.1. Anideal I of a ring R is called a maximal ideal if:
@) I #R;
(ii) thereisnoideal | of Rsuchthat! C J C R.

Example 4.2. (i) pZ C Z is a maximal ideal for p prime (we will see a proof of this soon).
(i) (X) C R[X,Y]is not maximal, as (X) C (X,Y) C R[X,Y].

Theorem 4.3. Maximal ideals are prime.

Proof. Let m be a maximal ideal of a ring R and suppose ab € m for some a,b € R. If neither a
nor b are in m then both (a) +m and (b) + m are strictly bigger than m. As m is maximal, we must
then have (a) +m = (b) + m = R. But now
R=RR
= ((@) +m)({b) + m)
=m? + (a)ym + (b)m + (ab)
Cm#R,

which is a contradiction. O
Proposition 4.4. Let R be a ring. Then:

(i) Ris afield iff {0} and R are the only ideals of R;

(ii) an ideal I C R is maximal if and only if R/ is a field.

Proof. (i) Assume R is a field and let I C R be a non-zero ideal. Choose r € I\{0}, then r has
aninverse r ' € R. Hencer 'r=1¢€1,sol =R.

Conversely suppose {0} and R are the only ideals of R, and choose r € R\{0}. Then (r) = R
and so there exists some s € R such that s = 1, i.e.  has an inverse r 1 = s. Therefore R is
a field.

(ii) If I is maximal then by Proposition 2.10, R/ I has no ideals other than {I} and R/ I. Therefore
R/Iis a field by (i).

If now R/ is a field then again by Proposition 2.10 and (i), any ideal of R which contains I
must either be I or R, so I is maximal.
O

Remark. Let ¢ : R — S be a ring homomorphism. Unlike the situation with prime ideals, m C S
maximal does not imply that ¢! (m) is maximal. For instance, let ¢ : Z — Q be the inclusion
map. Then {0g} C Q is maximal as Q is a field, but ¢~ ({Oq}) = {0z} € 2Z C Z,s0 ¢~} ({0q})
is not maximal.

However we do have the following result which is analogous to Remark 3.5:

Proposition 4.5. The bijection between ideals of R/ 1 and ideals of R containing I restricts to a bijection
between maximal ideals of R/ I and maximal ideals of R containing I.

Proof. Exercise. O
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We will soon show that every proper ideal is contained in some maximal ideal. In order to prove
this however, we must take a brief diversion into set theory.

A partially ordered set or poset (¥, <) is a set X and a binary relation < C X x X which is:
(i) reflexive,ie. x < xVx € %;
(ii) transitive,ie.x <yandy <z = x<zVx,y,z€ X,
(iii) antisymmetric,ie. x <yandy <x = x=yVx,y € L.

A subset S C X is totally ordered if for all s, € S we have either s < t or t < s (or both).
Given a subset S C ¥, an element u € X is an upper bound for Sif s < u forall s € S.
A maximal element of % is an element m € ¥ such that there isno s € ¥ with m < s and m # s.

Example. A poset without a maximal element is the set (Z, <).

Theorem (Zorn’s Lemma). Suppose that (¥, <) is a non-empty poset and that any totally ordered subset
S C X has an upper bound in L. Then X has a maximal element.

This is equivalent to the Axiom of Choice, and we take it as an axiom in ZFC (where we generally
do maths).

We can now prove the following:
Proposition 4.6. Let R be a non-zero ring. Then every proper ideal I is contained in a maximal ideal.

Proof. Let X. be the set of ideals ] C R containing I, ordered by inclusion C. Then (%, C) is a non-
empty poset, since I € X.If {J) : A € A} is a totally ordered subset of X then clearly [* = Uyca
is a proper ideal of R containing I, and moreover J* is an upper bound for {J) : A € A}. By Zorn's
Lemma, X then has a maximal element. But a maximal element of X is an ideal m # R containing
I with no proper ideals | containing it, so is a maximal ideal containing I. O

This proposition shows that we usually have lots of maximal ideals, even if they can be hard to
find.

Example 4.7. Let K be a field, R = K[x1,...,x,] and ay,...,a, € K. Thenm = (x1 —ay,...,x, —
ay) is a maximal ideal. If it wasn’t, then there would exist a polynomial f € R such that f # m
and (f) + m C R. Applying the division algorithm n times gives

f:fl(xl_a1)+"'+fn(xn_an)+b,

where f; € K[x;,X;41,...,%,] C Rforeach1 <i<nandb € K. Since f ¢ m, we must have b # 0
and so b has an inverse b~!. Therefore 1 = b1 (f — fi(x; —a1) — -+ — fu(xn —an)) € {(f) +m
and so (f) +m = R, a contradiction.

Are these the only maximal ideals of K[x1,...,x,]? The answer is yes when K is algebraically
closed, but we need a bit more theory in order to prove this.
In some cases, there are far fewer maximal ideals.

Definition 4.8. A ring R is called a local ring if it has precisely one maximal ideal m. We usually
denote this ring by the pair (R, m).

Example 4.9. (1) If K is a field, then K is a local ring, with maximal ideal {0}.
(2) The formal power series ring K[[x]] is local with maximal ideal (x) (Exercise!).

In order to talk about the prime and maximal ideals in a ring, we introduce the following notions,
which will play a crucial role in algebraic geometry, since they allow to define the Zariski topology
(see later!).
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Definition 4.10. Let R be a ring, then
Spec(R) = {p C R:pisaprimeidealin R}

is called the spectrum of R. The set of all maximal ideals of R is called the maximal spectrum of R
and denoted by maxSpec(R).

Example 4.11. Let R = K[x| the polynomial ring in one variable over a field K. Then R is a
principal ideal ring, and an ideal I C R is maximal if and only if I is prime if and only if I is
generated by an irreducible polynomial P(x). Thus we have

Spec(R) = maxSpec(R) = {(P(x)) C K[x] : P(x) is irreducible } .

If K is algebraically closed, then P(x) € K][x] is irreducible if and only if deg(P(x)) = 1, that is,
P(x) can be written as P(x) = x — A, where A € K. Thus we get

Spec(R) = {(x —A) : A € K}.

This means that elements in Spec(R) are in bijection with elements of K, or said differently, with
points in A}, the affine line.

More generally, one can show that elements of maxSpec(K[x1, ..., x,]) for K algebraically closed
are in bijection with points in Aj = K". (cf. example 4.7)

5 Polynomial ring K|[x, ..., x,]

We have already defined the polynomial ring in n variables over a field K via: K[x1,...,x,] =
(K[x1,...,xy-1])[x4]. In the following we study some properties of these rings and in particular
define monomial orderings, that will be useful when dealing with the question on defining a di-
vision algorithm on K[x, ..., x,].

First note that the elements of K[x1, . . ., x,,] are finite sums of the form P(x1,...,X,) = Ypenr AaX®.
(We sometimes write short K([x] for K[xy, ..., x,] and x* for xj* - - - x3"). An element x* of K[x] is
called a monomial. The a, in P(x) = Y, cnn 4 X" are called coefficients of P.

One can distinguish between polynomials P(x) as elements of the polynomial ring K[x] or as
polynomial maps, that is, any P gives a map

P:K"—K,(ay,...,an) — P(ay, ..., a,) .
Given polynomials P (x), ..., Pu(x) € K[x] one defines
V(Py,...,Py) ={(a1,...,ay) € K" : Pi(ay,...,an) =0foralli=1,...,m},

the vanishing set (or zero-set) of Py, ..., Py in K". One writes A} := K" = {(ay,...,a,) € K"} for
the affine n-space over K. If X C A¥ is of the form X = V(P;, ..., Py), then X is called an algebraic
set and the Py, ..., Py define X. If X C A} is an algebraic set, then

I(X) ={P(x) € K[x1,..., x4 : P(ay,...,a,) = 0forall (ay,...,a,) € X}

is an ideal in K[x1, ..., x], the defining ideal of X. Later we will study the relation between ideals
in K[xq,..., x| and algebraic sets in Aj.

Example 5.1. (1) X = V(x> —y?) C A% defines a cusp. This is an irreducible curve in the real
plane.

(2) X = V(x? +y?) C A% is the point {(0,0)}. However, V(x*> +y?) C AZ consists of the two
lines {x + iy = 0} and {x — iy = 0}.

(3) Consider | = (x3,xy,y?,z) C K[x,v,z]. Then one can see that V(J) = {(0,0,0)},but I(V(])) =
(x,y,2) 2]
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Consider the polynomial ring K[x1, ..., x,]. We define the (total) degree of a monomial x]* - - - x3,"
as || = a3 + - - - + a,. Consequently, the degree of a polynomial P(x1,...,X,) = Y yenn daX” is
deg(P) = max{|a| : a5 # 0}. The order of P is ord(P) = min{|a| : a, # 0}.

We can write P(x) = Y3 P9, where P(?) is the sum of all monomials in P(x) with deg(x*) = d.
If P # 0, then we say that P(x) is homogeneous of degree d if P(x) = P(@),

Example5.2. (1) P: R® — R : (x,y,z) — x%y + xyz + x%y*> — /223 corresponds to the polynomial
P € R[x,y,z] with deg(P) = 4, ord(P) = 3and P = P®) + P®), with PO) = x2y + xyz — v/22°
and P®) = x2y2,

(2) P(x,y,z) = x%yz — xy* is homogeneous of degree 5.

Remark 5.3. We can decompose K|[x] into graded components, where each graded component is
a finite-dimensional K-vector space:

e}

Klx1,...,x4) = @K[xl,. e Xnla,
d=0

where K[x1, ..., x,]s := { homogeneous polynomials of degree d}. Each K[x, ..., x,]; is a finite
dimensional K-vector space with basis all monomials of degree d (What is its dimension?). For
example, for n = 2 we have K[x,y]o = K, K[x,y]; = Kx ® Ky = K?, K[x,y], = Kx* ® Kxy ® Ky? =
K.

Next we consider ring homomorphisms from K[x]. In particular important are evaluation homo-
morphisms: Let a € K", and define

g : K[x1,...,xy] > K: P P(ay,...,a,) .

g4 is a ring homomorphism and in particular, if a = (0,...,0), then ¢o(P) = P(0) yields the con-
stant term of P.

More generally, define substitution homomorphisms: let f € K[x1,...,x,]and g1,...gn € K[y1, ..., Ym].
Then f(g1,...,8n) is an element of K[y, . .., ym]. This can be described by the homomorphism

g Klxt, .o x| = Ky, ym] s f = &7 (f) = f(81,---,8n) -

The evaluation homomorphism ¢, is a special case, that is, set g; = 4; in K, then g* = ¢,.

Monomial orderings of K|x]

If n = 1, then the degree gives a total order on the set of monomials in K[x]: x* < x if and only
if & < B. However, if n > 2, the degree only yields a partial order on the set of monomials, e.g.,
for n = 2, both monomials x1x, and x7 have the same degree. In order to get a total order on
monomials, we introduce the following;:

Definition 5.4. A monomial ordering >, on K[x1,...,xy] (or, equivalently, on IN") is a total order
on the set of monomials x*, « € IN" of K[x1, ..., x,] (that is, either x* >, xB, x% = xP, or x* <, xP)
such that

(@) Ifa >, pand v € N", thena +y >, B+ .

(ii) >, is a well-ordering on IN” (this means that every non-empty subseteq of N” has a smallest
element with respect to >).

We write w >, Bifa >, fora = B.

Example 5.5. (1) The lexicographic order >, is a monomial order (see homework for a proof!)
defined (on IN") as follows: & >, B :& there exists a j < n such that a; = p; forall i < jand
o > :B]

(2) The degree lexicographic order > jeq)ex is defined as:

|| > |B] ;or
|‘X’ = |/3| and & >y :B .

o >deglex ﬁ = {
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(3) The reverse lexicographic order > ,op1ex: & >reviex B i< there exists a j > 1 such that a; = B; for all
i>janda; > B;.

Example 5.6. More generally, one can define a linear order >,: Let A € R"| be a vector with Q-

linearly independent components. Then A induces a linear map A : N” — R, & — (a,A) =
Z?:l D(l'/\l'. Then « > /3 <= <Dé, /\) > <‘B, A>

Example 5.7. For n = 2, consider >,,: Then x2x3 >,, x2x3, because (2,3) is greater than (2,1)
in the lexicographic order. Also x% >ex xg.
For > jeg1ex we similarly compute x%x% >lex x%xz but x% <deglex xg

Definition 5.8. Let f(x) = Y enr 3ax® € K[xq,...,x,] and let >, be a monomial order. Then
deg.(f) = maxs, (@ € N" : a, # 0) is called the >¢-degree of f. The leading coefficient Ice(f)

is dgeq (1) € K. The leading monomial of f is Im(f) = x4e8:(f) | The leading term of f is It.(f) =
lee(f) - Ime(f).

Remark 5.9. This is already enough to define an Euclidean division on K[xy, ..., x,] (see later in
Section 18 on Grobner bases).

6 Localization

We can construct Q from Z by inverting all non-zero elements. Formally this is done by viewing
Q as a set of equivalence classes in Z x (Z\{0}) via the relation

(a,8) ~ (b,s') <= as’' = bs.

We then write ¢ for the equivalence class of (a,s). Addition and multiplication of equivalence

classes is defined by

+§ _ artbs andzé = @.
r rs sr sr

a
S (%)
We also have Og = % and 1g = %
inverse for g

We wish to repeat the above for a general ring R. Notice from (x) that if we invert a and b then
we have also inverted ab. This motivates the following.

. It is easy to check that provided s # 0, 5 is a multiplicative

Definition 6.1. Let R be aring and S C R be a subset. We say S is multiplicatively closed if:
i) 1R €S;
(i) s, €S = s-s' €8S.

Example 6.2. (1) For any ring, R itself is multiplicatively closed. If R = K, then K* = K\{0} is
multiplicatively closed.

(2)If f € R = K[xy,...,xy] is a nonzero element, then S = {1, f, f2, f,...} is a multiplicatively
closed set.

Definition 6.3. Let R be a ring and S C R be multiplicatively closed. The localization of R at S,
denoted S™IR or R[S™!] or Rg, is the set of equivalence classes of R x S under the equivalence
relation

(a,s) ~ (b,r) <= thereexistsac € Ssuch that c(ar —bs) =0.

We will again usually write the equivalence class of (a,s) as ¢, with addition and multiplication
defined as in ().
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Lemma 6.4. Let R be a ring and S C R a multiplicatively closed subset. Then the localization S™'R of R
at S is also a ring via the sum and product (x), and Og_1z = ?—ﬁ and 1g-1p = %—’; Moreover there is a ring
homomorphism

¢:R— SR

a
a3

with kernel Ker ¢ = {a € R : as = 0 for some s € S}.
In some cases, such as the construction of Q above, we wish to invert as many things as possible.

Definition 6.5. Let R be an integral domain. The quotient field or field of fractions of R, denoted
Quot(R), is the localization

Quot(R) = (R\{0})~'R.
Example 6.6. In each of the following, S is a multiplicatively closed subset of a ring R.
(i) Rg is the zero ring if and only if 0 € S.
(i) Lets € S. We write R; for the localization of R at the set {s" : n > 0}.

(iii) Let p be a prime ideal of R. Then S = R\p is multiplicatively closed and we write Ry, for
S~IR. (Careful here! The “correct” way to write this would be R R\p)-

(iv) Let p € Z be prime. Then

Zp:{%GQ:bisapowerofp},

a
Quot(Z) = Q.
Since S™!R is a ring, we can talk about its ideals and how they relate to the ideals of R.

Definition 6.7. Given an ideal I of R, we define the localization of the ideal I to be the set
-1y _ (X,
S I—{S.xEI,SES}.

Proposition 6.8. Let R be a ring, S C R a multiplicatively closed subset, and I C R an ideal.

(i) S7'I is an ideal of ST'R. Moreover, if I is generated by a set X, then S™'I is generated by
X
{T X E X}

(ii) We have ¥ € S™I if and only if there is some b € S with xb € I.

(iii) S =S~ Rifand onlyif INS # @.

(iv) The map I — S~1I commutes with forming finite sums, products and intersections, and quotients.
Proof. See Homework Sheet. O
This leads to a correspondence theorem for between ideals of R and ideals of S~!R.

Theorem 6.9. There is a bijection
{ideals ] C ST'R} <+ {ideals I C R such that no element of S is a zero divisor in R/ 1},

sending | — @~ 1(]) and I — S, where ¢~ 1(]) is the preimage of | under the homomorphism from
Lemma 6.4.
Moreover, this restricts to a bijection

{prime ideals Q C S™'R} <+ {prime ideals P C R with PN S = @}.
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Proof. Suppose | C S™IR is an ideal. Then ¢~!(]) is an ideal, being the preimage of an ideal
under a ring homomorphism. By definition we have

o' ()) = {rer:T e},
and therefore S™1(¢~1(])) C ] (see Definition 6.7). Conversely if £ € Jthen § = 4% € ], so
x € ¢~ (J). Thus £ € S™}(¢~1(])) hence ] € S1(¢71(J)), and therefore ] = S~1(¢~1(])).
We have shown that the maps are inverses to one another, so we must determine the image of
J — ¢~ (J). We claim that I is in the image if and only if I = ¢~!(S~!I). Indeed, such an ideal
is certainly in the image of ¢!, whereas if I = ¢~!(]) then S~'I = S~!(¢p~1(])) = ], and so
o1 (S71D) = 9 1(J) = 1.
Now we always have I C ¢~ 1(S7'I),s0 I # ¢~ '(S7!I) if and only if there is some x ¢ I such
that § € S™!I. By Proposition 6.8(ii), this is equivalent to there being some x ¢ [ and b € S with
xb € I. That s, there exists b € Sand x + I # [ = 0,y in R/I with (b+ I)(x + 1) =1 = O/, ie.
some element of S is a zero divisor in R/ 1.
For the second part, observe first that if P C R is prime then R/P is an integral domain (Theorem
3.8), s0 S contains a zero divisor in R/ P if and only if SN P # @. It is therefore enough to show
that prime ideals always map to prime ideals. Recall from Proposition 3.3 that if Q C S™!R is
prime, then ¢~1(Q) C R is prime. On the other hand if P C R is prime and PN S = @, then R/P
is an integral domain and S C R/ P does not contain Og p, so by Proposition 6.8(iv) we have

S1R/$"1P =S ' (R/P) C Quot(R/P).

Since Quot(R/P) is a field, it contains no non-zero zero divisors. Therefore as a subring neither
does ST1R/S1P, ie. itis an integral domain, and so S"lpc $~1Risa prime ideal. O

The following corollary then gives an insight into the name “localization”.

Corollary 6.10. Let p C R be a prime ideal. Then the prime ideals of Ry, are in bijection with the prime
ideals of R contained in p. In particular Ry, has a unique maximal ideal Py, and hence (Ry, py) is a local
ring.

Proof. By Theorem 6.9, the prime ideals of Ry, are in bijection with the prime ideals p’ of R that do
not intersect R\p. But this is precisely the condition that p’ C p.

The maximality and uniqueness of p;, follows from the fact that the bijection is inclusion preserv-
ing. In particular if Q; C Q, are ideals of Ry, then ¢~ 1(Q;) C ¢~ 1(Q2), and if P; C P, are ideals
of R then (P;)p, € (P2)p. The largest prime ideal of R contained in p is p itself, and this is the
unique ideal with this property, therefore p;, is the unique maximal ideal of Ry. O

Theorem 6.11 (Universal property of the localization). Let R bea ringand S C R be a multiplicatively
closed set. Let ¢ : R — S™IR,r —  the ring homomorphism from above (note here: ¢(S) C S™'R is
invertible in the localization S™'R). Let f : R — B be a ring homomorphism such that f(s) is a unit in B
forall s € S. Then there exists a unique ring homomorphism h : ST'R — B such that f = ho @:

f

R———B

A
31
¢ [

S—IR

Proof. (1) We show uniqueness first: If 1 satisfies the conditions of the theorem, then h(}) =
hog(r) = f(r) forallr € R. Forany s € S we have h(1) = h(($)~!) = h($)~! (check this!), and
this is equal to f(s) L. Therefore h(%) = h(% - 1) = h({)h(1) = f(r)f(s) . This means that  is
uniquely determined by f.

(2) For the existence we first define h(%) := f(r)f(s) . Then we have to show that & is a well-

defined ring homomorphism: for the well-definedness, assume that £ = g Then there exists a
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¢ € Ssuch that crs’ = cr’s. Thus f(0) = f(crs’ —cr's) = f(c) (f(r)f(s") — F(r")f(s)) smcef is a
ring homomorphism. Since ¢ € S, by assumption f(c) is a unit in B, thus f(r)f(s') = f(r')f(s)

and this implies that
Ff(e)™ = f() ()

and the left hand side of this equation is equal to h(%), whereas the right hand side to h(L,)
Showing that & is a ring homomorphism is an exercise. O

Remark 6.12. This theorem shows that the localization S~!R is uniquely determined by the fol-
lowing conditions: if f : R — B is any ring homomorphism such that

(i) s € S implies that f(s) is a unitin B,

(ii) f(r) = 0 implies that rs = 0 for some s € S,

(iii) every element of B is of the form f(r)f(s)~?,
then there exists a unique ring isomorphism / : S™! — B such that f = h o ¢.

7 The radical, nilradical and Jacobson radical

Recall that an element x in a ring R is called zero-divisor if there exists a y # 0 in R such that
x-y=0.

Example 7.1. (1) 0 € R is always a zero-divisor.

(2) Z, K[xq,...,x,], and more generally, any integral domain R does not have nonzero zero-
divisors.

(3) In K[x, y]/ (xy) every element contained in the maximal ideal (%,7) is a zero-divisor.

Definition 7.2. Let R be a ring. An element r € R is nilpotent if there exists an integer n > 1 such
that " = 0.

Example 7.3. (1) In an integral domain R are no nonzero nilpotent elements.
(2) In the ring K[x, y]/ (xy) there are no nonzero nilpotent elements.

(3) The ring K[x]/(x) = K, so does not contain any nonzero nilpotent elements. But in K[x]/ (%)
fork > 2, ever x', 1 < i < kis nilpotent.

(4) A noncommutative example: In the ring M, (IR) of 2 x 2 real matrices,

01\* (00
o0/ \0O0)"
Definition 7.4. The nilradical of a ring R, denoted nil(R), is the set of all nilpotent elements of R.

Theorem 7.5. Let R be a ring. Then nil(R) is an ideal of R, and moreover is the intersection of all prime
ideals of R.

Proof. If r,s € nil(R) then there exist n,m € N such that " = s™ = 0. By the binomial theorem
we have

(1’ + s)n+m — nin (n + m) risn-&-m—i,

i=0 \ 1

and for all 0 < i < n+ m we have either i > norn +m —i > m, so either ' = 0 or s"T"~1 = (.
Hence (r +s)"™™ = 0and r + s € nil(R). Now for t € R, (tr)" = t"#" = 0. Finally 0 € nil(R) so
nil(R) # @, and nil(R) is an ideal of R.
We now show that nil(R) C P for all prime ideals P, therefore giving containment one way.
Indeed, let P be a prime ideal. Then for any r € nil(R) there exists some n € IN such that
r" = 0 € P, but since P is prime we must then have r € P.
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Finally, we show that the intersection of all prime ideals is contained in the nilradical. In fact, we
will prove the contrapositive. Suppose 7 is not nilpotent. Then 0 ¢ {r' : i > 1} and the set

S:{IgR:Iisanidealandri ¢ I foralli>1}

is non-empty as {0} € S. We turn S into a poset by inclusion, and then any totally ordered subset
of S has an upper bound, namely the union of all its elements (cf. proof of Proposition 4.6). By
Zorn’s Lemma, there is a maximal element | € S. That | is an ideal is immediate, so we now prove
that it is prime. Suppose ab € Jbuta ¢ Jand b ¢ ]. Then (a) + ] and (b) + ] are strictly greater
than [, so ™ € (a) + J and 1" € (b) + | for some m,n € N. Thus r"*" € ((a) +])((b) +]) C ],
contradicting the choice of J. Therefore ] is a prime ideal and moreover r ¢ | (seti = 1 in the
above),sor ¢ ﬂ P. O

P prime

Recall the notion of radical ideal: Let I be an ideal of a ring R. The radical of I, denoted VI ,1s the

set {r € R: 1" € I for some n > 1}. We have already shown (in the exercises) that 1/T is an ideal
in R.

Theorem 7.6. Let I be an ideal of a ring R. Then /1 is an ideal of R, and moreover is the intersection of
all prime ideals in R which contain I.

Proof. Consider the quotient homomorphism ¢ : R — R/I. Then r € /I if and only if ¢(r) €
nil(R/1), thus rad(I) = ¢~ (nil(R/I)) and hence is an ideal.
For the second statement we see that

VI= ¢ \(nil(R/1))

o
PCR/I prime
= N ¢'®

PCR/I prime

= (1 P
PCR prime
ICP
where we have again used Proposition 2.10 in the last step. O

Example 7.7. (i) Working in Z, we have v4Z = 2Z and v/3Z = 3Z.

(ii) Againin Z,
V122 = () P.

Pprime
12ZCP
The prime ideals in Z are pZ, and those containing 12Z are 2Z and 3Z. Hence v12Z =

2Z.N3Z = 6Z.

(iii) LetI = (x +y,1%>) C Rlx,y]. Theny € v/I,and x> = y> + (x —y)(x +y) € [soalso x € /1.
Then /I = (x,y).

Definition 7.8. Let R be a ring. The Jacobson radical, denoted J(R), is defined to be the set

JR)= 1 m

mCR maximal

Remark. Note that in a local ring (R, m) (see Definition 4.8), the Jacobson radical is equal to the
maximal ideal, i.e. J(R) = m.
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Lemma 7.9. Let R be a ring and x € R. Then x € J(R) if and only if 1 + rx is invertible for all r € R.

Proof. Let x € J(R). This means that x is contained in any maximal ideal of R. Assume that there
exists an 7 € R such that 1 4 rx is not invertible. Then 1 + rx has to be contained in some maximal
ideal n of R. Moreover, x € nand hence rx € n for any r € R. But then

1+rx— rx Cn,
—— =

en en

thatis 1 € n. Contradiction.

For the other inclusion, assume that 1 + rx is invertible for all ¥ € R and that there exists a maximal
ideal m C R, such that x ¢ m. Then (x) + m = R, and hence there exist s € R, m € m, such that
sx +m = 1. But this implies that 1 + (—s)x € m, contradition. O

Example 7.10. Let R = K[[x]]. Then R is local with maximal ideal m = (x). Then by definition we
have J(R) = m but nil(R) = (0), as R is a domain.

8 Modules

Definition 8.1. Let R be a ring. An abelian group M = (M, +) (with identity 0) is an R-module
(or just a module if it is clear from context) if there exists a multiplication map - : Rx M — M,
(r,m) — rm such that for all ¥,s € Rand m,n € M:

@) r(sm) = (rs)m;

(i) r(m+n)=rm+rn;
(i) (r+s)m =rm+sm;
@iv) 1gm = m.

Example 8.2. (1) If R is a field then an R-module is simply a vector space. The axioms for a
module are the same as a vector space except R is not necessarily a field.

(2) Ideals in a ring R are also R-modules. In general, an ideal is not isomorphic to R as an R-
module. Take for example I = (x3 — yz,y?> — xz,2> — x%y) C K[x,v,z|. Then the three gen-
erators are not linearly independent over K[x, y,z]. One has the relations y(x3 — yz) + z(y? —
xz) + x(z2 — x%y) = z(x® — yz) + x2(y* — xz) + y(z* — x%y) = 0. But the three given polyno-
mials are a minimal generating set for I. We see that a module does not need to have a basis
(different as for vector spaces).

(3) For aring R, the set R" of n-tuples of elements of R is an R-module.
(4) R[x]is an R-module: it is generated by R ® Rx & Rx> @ - - -.

(5) R is a module over itself.

(6) Any abelian group is a Z-module (and vice versa!).

(7) If S C Ris a subring then R is an S-module.

Modules therefore generalize the idea of vector spaces to rings.

Definition 8.3. A map ¢ : M — N between R-modules M and N is an R-module homomorphism (or
R-homomorphism) if ¢ is an R-linear map, i.e. ¢(rm + sn) = re(m) + s@(n) for all r,s € R and
m,n € M. An R-module isomorphism (monomorphism, epimorphism) is a (injective, surjective) bijec-
tive R-homomorphism. The set of all R-homomorphisms from M to N is denoted Homg (M, N).

Proposition 8.4. The set Homg (M, N) is an R-module, via the action (r¢)(m) = re(m) forallr € R,
¢ € Homg (M, N) and m € M.
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Proof. Exercise. O

Example 8.5. If ¢ : R — S is a ring homomorphism, then it is also a morphism of R-modules. For
this define the R-module structure on S via r - s := ¢(r)s. Then it is easy to see that ¢ is R-linear.

If R is a field, then R-module homomorphisms are simple linear maps between vector spaces.

Definition 8.6. A submodule U of an R-module M is a subgroup (U, +) of (M, +), closed under
the restricted action of the multiplication, i.e. ru € U forall» € Rand u € U.

Note that the inclusion map U < M is an R-module homomorphism.

Example 8.7. (i) Let I C R be anideal and M an R-module. Then

n
IMz{Zu,mpn}l, a; €1, miEM}
i=1

is a submodule of M.
(i) If U,V C M are submodules, then U N V is a submodule of U, V and M.

The factor group M /U is also an R-module, via the action r(m + U) = (rm) + U. The quotient
map ¢ : M — M/U is an R-homomorphism, and this allows us to talk about I/] for ideals I and
J of aring R.

Example 8.8. (1) The quotient group Z/6Z is a Z-module. Note that 2(3+ 6Z) = 6 + 6Z = 0 in
Z./6Z, hence multiplication of non-zero elements of a module by non-zero scalars may result in
zero. This is in contrast to the situation in vector spaces.

(2) Let K be a field. Then K is a K[x]-module, via 7 : K[x] — K[x]/(x), which sends P(x) to P(0).
Then the multiplication P(x) - « for P(x) € K[x] and « € K is simply given by P(0)a € K.

For a general R-homomorphism ¢ : M — N, we can define Ker ¢ and Im ¢ in the usual way, and
these are submodules of M and N respectively.

Definition 8.9. The cokernel of an R-homomorphism ¢ : M — N is the set
Coker ¢ = N/Im ¢.
Let U, V be submodules of an R-module M. Then the set
U+V={u+v:uecl, veV}
is also a submodule of M. This is used in the following theorem.

Theorem 8.10 (Isomorphism theorems). Let R be a ring and M, N be R-modules. We have the follow-
ing:
(i) if p : M — N is an R-module homomorphism then

M/Ker ¢ = Im ¢;

(ii) if L € M C N are submodules then
(N/L)/(M/L) = N/M,
via the map (m + L)+ M/L — m+ M;
(iii) if N is a module and L, M are submodules then
M/(MNL)=(M+1L)/L,

via the map m + M N L — m + L.
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These isomorphisms are canonical (i.e. require no choices in their definition).
Proof. Exercise Sheet. O

Definition 8.11. Let R be a ring and M an R-module. Let I be a subset of M. The submodule of M
generated by T', denoted (') or ¥ ocr Rg, is the set

n
:{Zrigi:n>l,ri€R,gi€F}.
i—1

The module M is finitely generated if there exists a finite set I' C M such that (I') = M.

Example 8.12. (1) Let Rbearingand I C R anideal, then the R-module R/ is finitely generated.
In fact it is cyclic, i.e. generated by one element, namely 1 + I.

(2) If Ris an integral domain and 0 # f € R, then

R[] = R+R1

jl=R+RG+Rp+
is usually not finitely generated as an R-module.

(3) LetT = {x,x%,x3,...,} C K[x]. Then (T) = (x).

9 Nakayama’s Lemma

Nakayama’s lemma (also known as NAK, where the letters stand for Nakayama-Azumaya—
Krull) is an important tool in algebraic geometry. In particular it gives a precise definition of
what it means for a module to be minimally generated (over a local ring).

Definition 9.1. A minimal generating set for an R-module M is a subset I' C M such that I' gener-
ates M but no proper subset of I' generates M.

Example 9.2. Consider Z¢ = Z/6Z, then {1+ 6Z} and {2 + 6Z,3 + 6Z} are both minimal gen-
erating sets. Contrast this with vector spaces, where the number of elements in any two minimal
generating sets of a given vector space are equal.

Theorem 9.3 (Nakayama’s Lemma — NAK). Let M be a finitely generated R-module, and I C J(R) an
ideal of R. If M = IM, then M = 0.

Proof. Suppose M # 0. Since M is finitely generated there exists a finite minimal generating set
I'={g1,...,gn}say. Now M = IM = g¢; € IM, so there exists a1, ...,a, € I such that

n
= Z ai&i
i=1

and so

(1-a1)g1 = Z a;g;.
Buta; € I C J(R), soby Lemma 7.9, 1 — a7 is a unit of R. Thus
81 = 1 - 111 Z a;8i

and {go,...,gn} is a generating set for M strictly smaller than I, a contradiction. O

Corollary 9.4. Let M be a finitely generated R-module and N C M a submodule. Let also I C J(R) be
an ideal of R. Then M = N +IM = M = N.
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Proof. Take the equality M = N + IM and quotient both sides by the submodule N to obtain
M/N = (N +IM)/N. By Theorem 8.10, we have (N + IM)/N = IM/(N N IM). Now the map

IM — I(M/N)

n n
Zaimi — Z al-(mi + N)
i=1 i=1

is a surjective R-module homomorphism, and its kernel is (IM) N N. Therefore
I(M/N)=IM/(IMNN) = (N+IM)/N.

Therefore we have M/N = I(M/N). Since M is finitely generated so too is M /N, and hence by
Nakayama’s Lemma we have M/N = 0,i.e. M = N. O

Example 9.5. Consider K[x,y| for some field K and let m = (x,y). Let R = K][x,y]m, the local-
ization at the ideal m. Then R is a local ring, with maximal ideal my. We will show that the
ideal

I= <x+x2y+3y2+x4,y+2y3 +y4+4x7)m CR

is equal to my. Note first that since R is local it has a unique maximal ideal, hence J(R) = mpy,.
Now

[+mpmy = (x4 22y +3v% + x4y +20° + v + 407, 62, xy, ) m
= (x,y,2% 29, ) m
= (%Y)m
= M.

So by Nakayama’s Lemma, [ = my,.

Recall from earlier that we had an issue with minimal generating sets for modules, in that the
number of elements in such a set is not well defined. Nakayama’s Lemma allows us to fix this in
certain cases.

Theorem 9.6. Let (R, m) be a local ring and M a finitely generated R-module. If T C M is a set of
elements whose images in M/mM form a basis of M/mM as an R/m-vector space, then I is a minimal
generating set of M as an R-module.

Proof. As M/mM is generated by the images of the elements of I', we have M = (T') +mM. So by
Corollary 9.4 to Nakayama’s Lemma, we have M = (I'). If I C T, then (I') + mM # (T') + mM =
M, and so I is not a generating set. O
10 Exact sequences

Definition 10.1. A sequence of R-modules and R-module homomorphisms

—>MO£>Ml£>M2_>i>Mn_>

is called exact at M, if Ker f; 11 = Im f;. A sequence which is exact at M; for all i is called an exact
sequence.

Example 10.2. (i) The sequence 0 — L L> M is exact if and only if f is injective.

(ii) The sequence M —£4 N — 0is exact if and only if g is surjective.

(iii) The sequence 0 — M 24 N —> 0is exact if and only if g is an isomorphism.
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Definition 10.3. A short exact sequence is an exact sequence of the form

0oL ME N0

Remark. This is equivalent to insisting that f is injective, g is surjective and Ker ¢ = Im f.

Short exact sequences appear in many different sub-branches of algebra, and are very powerful
objects.

Example 10.4. (i) Let R be aring, M an R-module and N C M a submodule. Then

0— N -3 M-"y M/N —0,

where i is the natural inclusion map and 7 is the canonical quotient map, is a short exact
sequence.

(ii) Any long exact sequence can be split into short exact sequences. Let

"'QMFl&MiMMi+1_>”'

be an exact sequence, that is Im (f;) = Ker (f;1) for all i. Then
0 — Ker (fiy1) = M; — M;/Im (f;) = Coker (f;) — 0
is a short exact sequence.

(iii) Let K be a field and

0L MEN—0

be a short exact sequence of K-modules. Then each module is a K-vector space, and using
facts from linear algebra we have

dimg M = dimg Ker g + dimg Im g
= dimg Im f + dimg N

More generally, if

00— My My oMy — o I M, 0

is an exact sequence of K-vector spaces, then Y7 (—1)" dimg M; = 0.

Remark 10.5. One can also consider (exact) sequences of other objects, sequences --- — Ay f—l>
Aq f—2> -+ - of abelian groups, where the f; are group homomorphisms.

Definition 10.6. Let A, B,C,D be R-modules and let «,8,7,6 be R-module homomorphisms.
Then the diagram
B
|s
o

_°.D

A"
|

C
is commutative (or: the diagram commutes) if foa = Jd 0.

The following lemma is a typical example for statements in homological algebra. We will prove
it with diagram chasing.



Theorem 10.7 (Snake Lemma). Suppose the following commutative diagram of R-modules and R-
module homomorphisms

L f M g N 0
% B 04
f! g
0 L' M’ N’

has exact rows. Then there exists a homomorphism J : Ker v — Coker a such that

Kera — Ker p — Kery %, Coker & —+ Coker B — Cokery

is exact.
Furthermore, if f is injective then so too is Ker « — Ker B, and if ¢ is surjective then so too is Coker p —
Coker 1.

The name of this theorem comes from the following diagram:

Ker « Ker g Ker vy
0
f 8
L M N 0
( « B Iy
f g
0 L M N’
> Cokerwa Coker 8 Coker 7y

Proof. The snake lemma can be proved in under 2 minutes, see https://www.youtube.com/watch?
v=etbcKWEKnvg.

Here is a very detailed proof: We will first define all of the necessary maps, then prove exactness
at each site.

The map f|kern : Kera — Ker 8 is given by the restriction of f to Kera. Note that if / € Kera
then B(f(¢)) = f'(a(£)) = 0 by the commutativity of the diagram. Therefore f(Kera) C Ker B.
That this is a R-homomorphism follows from the fact that f itself is. Similarly the map g|kerp :
Ker B — Ker 7 is given by the restriction of g to Ker .

The map f : Cokera — Coker B is induced from f’, by setting f(¢' +Ima) = f'(¢') + Im . This
is well defined, as if £] + Ima = ¢, + Im« then ¢} — ¢}, € Ima, so ¢} — ¢, = «({) for some ¢ € L.
Then

fl) = fi(6) = f'(t - )
= f'(a(0))
= B(f (1))

€Im§p,
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so f(¢1) + ImB = f'(¢5) + Im B. That f is a homomorphism follows from the fact that f’ is. We
similarly define g : Coker 8 — Coker .

We now construct the connecting homomorphism § : Kery — Cokera by a process known as
“diagram chasing”. Take n € Kery C N. Since g is surjective, there exists some m € M such that
n = g(m). Then

0=7(n)
= v(g(m))
=g'(B(m))

by the commutativity of the diagram, so f(m) € Kerg’. By the exactness of rows, Ker g’ = Im f”,
so B(m) = f'(¢) for some ¢’ € L'. We then define

5(n) = ¢ + Ima € Cokera.

We must show that this is well defined. Since f’ is injective, the only ambiguity in our process
lies in our choice of m. Suppose then that g(m;) = g(mp) = n, and ¢, ¢, € L' are the unique
elements such that B(m1) = f/(¢}) and B(my) = f'(¢}). We must show that ] — ¢} € Ima. Note
then that m; — my € Ker g, and so by exactness of rows is equal to f(£) for some ¢ € L. Therefore
B(my —my) = B(f(£)) = f'(a(£)). By the injectivity of f/, we then see that a(¢) = ¢} — ¢/,. That §
is a homomorphism is left as an easy exercise.

We now prove exactness at each site.

The composition g|ker g © f|kera = 0 follows from the fact that Im f = Ker g, therefore Im f|xers €
Ker g|ker g- Suppose now that m € Ker p with glger () = 0. Then g(m) = 0som € Kerg =Im f,
say m = f({), and it remains to show that ¢ € Ker a. But

fia(0)) = B(f(0))
= p(m)
=0

as m € Ker B, and since f’ is injective we must have a(¢) = 0.

For exactness at Ker v, we first calculate 6(g|kerp(11)) for m € Ker B. Following our construction
of 6 above, we have gierg(m) = g(m), and so ' is chosen so that g(m) = f'({'). But (m) = 0, so
by the injectivity of f’ we also have 6(g|kerp(11)) = 0 and hence Im g|kerg € Ker 8. Conversely if
n € Kery is such that 6(n) = 0, then the corresponding ¢’ is in Im , say ¢’ = a(¢). Therefore if m
is such that n = g(m), we have B(m) = f'(a(¢")) = B(f(¢)), and hence m — f(¢) € Ker B. Then
8lkerp(m — f(£)) = g(m) — g(f(¢)) = n.

For exactness at Cokera, note that f(é6(n)) = f'(¢') +ImpB = B(m)+ImpB = 0 in Cokerp.
Therefore Imé C Ker f. Conversely if I’ + Ima € Cokera is such that f(I’ + Ima) = 0, then
f'(¢') € ImB, say f'(¢') = B(m). But then 6(g(m)) = ¢ + Ima.

Finally, for exactness at Coker B we see first that g(f(¢' +Ima)) = g(f'(¢') +ImB) = ¢'(f'(¢')) +
Imv = 0since ¢’ o f/ = 0. Therefore Im f C Kerg. Conversely, if m’ +Im g € Coker § is such
that g(m’ +ImpB) = 0, then ¢'(m’) € Im~y, say ¢'(m’) = (n). Since g is surjective, there is
some m € M such that g(m) = n, so ¢'(m’) = y(g(m)). Commutativity of the diagram then
gives ¢'(m') = ¢'(B(m)), so m" — B(m) € Kerg' = Im f’, say m' — B(m) = f'(¢'). But now
f(' +Ima) = f'(¢') +ImB =m' — B(m) +ImB = m’ + Im B.

We leave the last statement as an exercise. O

Example 10.8. We reprove part (ii) of Theorem 8.10. Let L C M C N be a sequence of submodules
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and consider the following diagram:

0 M / N g N/M 0
o B v
f/ g/
0 M/L N/L (N/L)/(M/L) 0

The maps f,g and f’, ¢’ are pairs of inclusion and quotient maps, so the rows are short exact
sequences. Wehavea : M — M/L and B : N — N/L also quotient homomorphisms, and for all
me M

=m+1L
= f'(m+ L) sincem € M
= f'(a(m)),

so the first square commutes. Now define v : N/M — (N/L)/(M/L) by y(n+ M) = (n+L) +
M/ L. This is well defined since if n + M = n' + M thenn —n’ € M so

y(n) —y(n') = ((n+L)+M/L)— ((n"+L)+M/L)
=(mn-n"+L)+M/L
= M/L = O(N/L)/(M/L) sincen—n/ c M.

It is also a homomorphism (easy check since it is the composition of two quotient maps). Finally
we check that the diagram commutes: for all # € N we have

7(8(n)) = y(n+ M)
=n+L)+M/L, and

§'(B(n)) =g'(n+1L)
= (n+L)+M/L.

By the Snake Lemma, we therefore have an exact sequence
0 — Kera — Ker § — Kery — Cokera — Coker § — Cokery — 0.
Clearly Ker o« = Ker f = L and Coker o« = Coker § = 0. Therefore our exact sequence is equal to
0—-L—L—Kery—0—0— Cokery — 0.
By exactness we immediately see that Kery = Cokery = 0. Thus % is both injective and surjec-
tive, so is an isomorphism between N/M and (N/L)/(M/L).
11 Free modules

Let R be a ring, A a set and M, an R-module for each A € A.

Definition 11.1. The direct product of { M, } yc p, denoted H M, consists of all sequences (71,) rca
AEA
with m) € M, for each A € A. This is a module, with addition

(maA)aen + (Ma)ren = (My +13)ren
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and for any r € R,
r(my)aea = (rmy)aren-

The direct sum of { M } »ea, denoted @ M), consists of all sequences (11,)yca wWith m, € M, for

AEA
each A € A, and all but finitely many of the m, are zero. This is again a module, with addition

and scalar multiplication as before.
Note that if A is finite then [Tycp My = @,cp My For instance, R ® R = R2,

Remark 11.2. The direct sum/product can be defined categorically and are given by universal
properties.

Proposition 11.3. If U, V are submodules of M, then M = U®V <= M =U+VandUNV = {0}.

Proof. Exercise. O

Remark. Care needs to be taken when dealing with direct products. For instance, for rings R and
S their direct product R x S has identity (1,1). Then the natural map ¢ : R — R x S given by
¢(r) = (r,0) is not a ring homomorphism, since ¢(1) = (1,0) # (1,1).

Definition 11.4. An R-module is called free if it is isomorphic to @, R for some set A. We adopt
the convention the the zero module is free, with index set A = @.

Example 11.5. (i) R" =R® R @ --- @ Ris clearly free.
(ii) The ring of m X n matrices over a ring R is free and isomorphic to R"".
(iii) The polynomial ring R[X] is free, as R[X] 2 R®& RX ® RX?* D ....
Recall that in contrast to vector spaces, not every module has a basis. However free modules do.

Proposition 11.6. An R-module is free if and only if there exists a set of generators {m } e of M such
that whenever rymy, +...rym,, = Qwithr; € Rand A; € A for all i, we havery = --- =1, = 0.

Proof. The “only if” direction is clear.
Conversely, assume we have a set of generators as above and define a map

p:PR—-M
AEA

(rA)ren — Z rAmL).
AEA

It is then straightforward to check that this is an isomorphism of R-modules. O

Definition 11.7. A set of generators as in Proposition 11.6 is called a free basis, or just a basis. The
rank of a free module is the cardinality of A, equivalently the number of basis elements.

Example 11.8. (i) 1, X, X?,... is a basis of R[X].
(ii) The rank of R" is n.
(iif) A K-vector space has a basis and so is a free K-module.

(iv) Consider the maximal ideal m = (x,y) of R = K][x,y|. This is generated by two elements
but is not free, for instance as —yx 4 xy = 0 is a non-trivial dependence relation. However,
the module of relations of m is freely generated by one element, (—y, x). Thus we get an
exact sequence of R-modules

0 R R2 m 0.

This exact sequence can be completed to the Koszul complex of K:

0 R R? R K 0.

This is what is called a free resolution of the R-module K. In order to understand the structure
of non-free modules M, one can study resolutions of M by free modules.
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(V) Z, is not free as a Z-module, since it is generated by 1 +2Z but2(1 +2Z) = 2+ 27 = 0z,,
so this is a non-trivial dependence relation.

Proposition 11.9. Let R be a ring and M an R-module. Then there exists a free module F and a surjective
homomorphism of R modules ¢ : F — M. Furthermore if M is finitely generated then F can be chosen to
have finite rank.

Proof. Any R-module can be written as (I') for some I' C M, for instance by setting I' = M. Then
let F be the free module with basis I. Now define

p:F—-M
(rg)gef = 2 r¢8-
gerlr

Note that this sum is finite since F is a direct sum of copies of R. It is an easy exercise to see that
this is a surjective R-module homomorphism.

If M is finitely generated, say by {mg }¢cr then we similarly define F to be the free module with
finite basis I', and ¢ : F — M by ¢((rg)ger) = Lger rgMy. It is again easy to check that this is a
surjective homomorphism. O

Example 11.10. Let Mj, ..., M, be R-modules. Then the sequence
0 — M —MP--- &M, — My&M3®--- M, — 0

is exact.

Proposition 11.11. Let L, M, N be R-modules and let

oL S5ME NSO

be a short exact sequence of R-modules. Then the following are equivalent:
(i) There exists an isomorphism M = L @& N under which  is given by | — (1,0) and B as (I,n) — n.
(ii) There exists a section of B, that is, an R-module homomorphism s : N — M such that Bs = Idy.
(iii) There exists a retraction for w, that is, an R-module homomorphism r : M — L such that ra = Id}.

Definition 11.12. If any of the three equivalent condition of the above proposition is satisfied,
then the short exact sequence
0-L5ME NS0

is called a split exact sequence.
Proof. Exercise. O
Example 11.13. (1) For finite dimensional K-vector spaces, every short exact sequence is split.

(2) The short exact sequence
0— (x) 24 K[x] 5 K — 0

is nonsplit as a sequence of K[x]-modules. (See this by trying to construct a section K — K|[x]!)

30



12 Noetherian rings and modules

Being finitely generated is obviously a good property for a module to have. But if M is a finitely
generated R-module then there is no guarantee that its submodules will be.

Example 12.1. Let R = K[x1, x2, x3,...]. Then R is an R-module and is finitely generated by {1}.
However the submodule (xq, x5, x3...) is not.

This motivates the following;:

Definition 12.2. A module M is called a Noetherian' module if every submodule of M is finitely
generated. A ring R is called a Noetherian ring if it is a Noetherian module over itself (i.e. all ideals
are finitely generated).

Examples are hard to give without a bit of extra theory, so we present this first.
Theorem 12.3. Let M be an R-module. Then the following are equivalent:
(i) all submodules of M are finitely generated;

(i) M satisfies the ascending chain condition (ACC), i.e. every chain of submodules
My C M CM;C...
of M is stationary, that is there exists some N with M, = My foralln > N;

(iii) every non-empty set of submodules of M has a maximal element.

Proof. (i) == (ii) : The union |J; M; is a submodule of M, so is finitely generated by assumption.
Each of these generators must lie in some M;, and taking N to be the maximum of these j we have
U; M; = My. Hence M;, = My foralln > N.

(ii) == (iii) : Let S be a non-empty set of submodules of M and suppose S has no maximal
element. Since S is non-empty we can take some M; € S. Since M; is not maximal we can find
some Mp € S with M; C Mj;. Repeating this argument we can construct inductively a non-
stationary ascending chain of submodules of M, contradicting (ii).

(iii) == (i) : Let U be a submodule of M and S the set of finitely generated submodules of U.
This is non-empty as it contains the zero module, so has a maximal element U’ = (uy,...,uy).
Now take any v € U, then U+ (v) = (uy,...,uy,v)isa finitely generated submodule of U, so by
maximality must equal U’. Hence U = U’ is finitely generated. O

We can now give some examples of Noetherian rings and modules.

Example 12.4. (i) Let R be a field, then the only ideals of R are R and {0} which are finitely
generated. Therefore R is a Noetherian ring.

(i) Modules and rings with a finite number of elements are Noetherian.

(iii) Any principal ideal domain is a Noetherian ring. Therefore Z, Z[i] and K][x] (K a field) are
Noetherian rings (as they are Euclidean domains).

(iv) Finite dimensional K-vector spaces are Noetherian K-modules, since any subspace (sub-
module) has a finite basis.

Theorem 12.5. Let 0 — L — M — N — 0 be an exact sequence of R-modules. Then M is
Noetherian if and only if both L and N are Noetherian.

Named after Emmy Noether (1882-1935),
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Proof. Note that the property of being Noetherian is preserved by isomorphisms, thus it is suffi-
cient to prove the theorem in the case L C M and N = M/ L. [One can prove this using the snake
lemma. Look at the diagram of short exact sequences:

p

0 L—*sM N 0,
|
L
. \
0 a(L) - M—L M/a(L) —=0

where v : N — M/a(L) is defined via: since f8 is surjective, for any n € N there exists an m € M
such that B(m) = n. Then set y(n) = m + a(L). This is well-defined, since for any m’ € M with
B(m’) = n, one has that m —m’ € Ker (B), which is equal to Im («), since the top sequence is exact.
But this means that m — m’ € a(L) and thus the cosets m + a(L) = m’ + a(L) in M/a(L). For the
bottom row note that a(L) = L, since « is injective. The bottom row is exact by construction. It
is easy to see that the diagram commutes, and then an application of the snake lemma yields the
result.]

Suppose first that M is Noetherian and let L’ be a submodule of L. Then L’ is a submodule of
M so is finitely generated, and hence L is Noetherian. Next, any submodule N’ of M/L is of the
form M'/L for some submodule M’ of M. Therefore M’ is finitely generated, and reduction of
these generators modulo L shows that N’ is also finitely generated.

Conversely suppose that both L and N are Noetherian and consider a submodule M’ C M. Then
the submodules M' NL C L and M'/L C N are both finitely generated, say by x,...,x, and
y1+L,...,ym+ Lrespectively. Now forany m € M’ wehavem + L = (byy; + - - - + byym) + L for
some b; € R, thus m — (byy1 + - - - + byym) € L. Butalsom, yq,...,ym € M, som — (byy1 + - - - +
bwYm) = a1x1 + - - - + ayxy, for some a; € R. Hence m = a1xq + -+ - + anXn + biy1 + - - + bmlym,
and so M’ is finitely generated. Therefore M is Noetherian. O

Proposition 12.6. Let R be a Noetherian ring and M an R-module. Then M is Noetherian if and only if
M is finitely generated.

Proof. The “only if” direction is by definition.

Suppose M is finitely generated, then there is a surjection ¢ : R” — M for some n > 0. The
sequence 0 — Ker ¢ — R" — M — 0 is then exact, and since R" is Noetherian then so too
is M by Theorem 12.5. O

Proposition 12.7. Let R be a Noetherian ring.
(i) Let I C R bean ideal. Then R/ I is a Noetherian ring.
(ii) Let A C R be a multiplicatively closed subset. Then A~'R is a Noetherian ring.

Proof. (i) Let ] be an ideal or R/I. Its preimage under the canonical quotient map is finitely
generated, therefore so too is J.

(ii) Similarly for an ideal | of AR, its preimage under the natural map R — A~!R is finitely
generated. Therefore so too is J.
a

Remark 12.8. One can also define Noetherian spaces: Let X be a topological space. Then X is
called noetherian if every descending chain of closed subsets becomes stationary. In particular X =
A% is a noetherian space, where one takes the closed subsets to be V(I), where I C K][x1,...,xy]
is an ideal. This topology is called Zariski topology. Since for ideal I C | in K[xq, ..., x,], one has
V(J) C V(I) (see part about algebraic geometry), one can show that a descending chain of closed
subsets in X corresponds to an ascending chain of ideals in K[x1, ..., X,].
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Remark 12.9. If an R-module M satisfies the descending chain condition, that is, every descending
chain of submodules M; O M; DO --- becomes stationary, then M is called Artinian module. A
ring R is called Artinian if it is Artinian as a module over itself. This condition is much rarer
than noetherian: if R is Artinian, then it is also Noetherian. An example of an Artinian ring is
R = K[x]/(x") forn > 1.

But on the other hand, take for example the polynomial ring K[x]: here (x) 2 (x?) 2 (x3) D ---
is a strictly decreasing chain of ideals that never becomes stationary.

13 Hilbert’s Basis Theorem

This theorem was proved by David Hilbert in 1890. It is fundamental for algebraic geometry and
also important for practical computations, in particular, Grobner basis calculations.

Theorem 13.1. If R is Noetherian, then the polynomial ring R[x| is Noetherian.

Remark 13.2. In the lecture I did a different proof, following Atiyah-Macdonald [1, p.81f]. The
idea of both proofs is the same: take an ideal I in R[x] and look at the ideal generated by all
the leading coefficients of polynomials in I. The leading coefficients are in R, so this ideal Ic(I)
has to be finitely generated. Then look at the corresponding ideal I’ C R[x] generated by all the
polynomials, whose leading coefficient generate Ic(I). Show with a “division algorithm” that any
element in I belongs to a finitely generated module (namely I’ and the “remainders”).

Proof. Suppose there exists an ideal I C R[x] which is not finitely generated. Choose a sequence
fi, f2, f3,. .. of polynomials in R[x| such that

fiel
f2 € I\{f1),
f3 € I\<f1,f2>,...

of minimal possible degree. If d; = deg(f;), say f; = a;x%i+ lower terms, then d; < dp < d3 < ...
and
<“1> - <ﬂl/a2> C <ﬂ1,ﬂ2,ﬂ3> C...

is an ascending chain of ideals in R. Since R is Noetherian this chain is stationary, i.e. there is
some N such that {ay,...,ay) = (a1,...,an+1). Hence a1 = YV, b;a; for some suitable b; € R.
Now consider

N
8= fn1— ) bixNadif,
i=1

N
= aNHx"lN+l — (Z biai> XN 1 Jower terms.
i=1

Since fnt+1 € I\(f1,..., fn), it follows that ¢ € I\(f1,..., fn) is a polynomial of degree smaller
than dy 1, a contradiction to the choice of fy.1. O

Corollary 13.3. If R is Noetherian, then R[x1, ..., x,| is Noetherian. In particular, if K is a field then
K[x1,...,xyu] is Noetherian.

Proof. Exercise (easy induction). O

Corollary 13.4. If R is Noetherian and ¢ : R — B is a ring homomorphism, such that B is a finitely
generated extension ring of Im (¢) (i.e., B> R[x1,...,xu]/ 1), then B is noetherian.

Proof. See p.55 of [0]. O

Example 13.5. Similarly one can show that K[[x]], the power series ring over K, is Noetherian.
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14 Primary decomposition

This is sometimes also called Lasker—Noether decomposition and an analogue of decomposition of
an integer into prime factors for more general rings. It also has a geometric content: we will see
that the (isolated) components of a minimal primary decomposition of an ideal I C K[xy, ..., xy]
correspond to the irreducible components of the algebraic set V(I) C Aj.

Motivation: Consider R = Z. Then by the fundamental theorem of arithmetic every z € Z with
z ¢ {0,+1} may be written as z = iplfl e p’fl" for some primes p; € Z~o (with the p; unique up
to order). One can express this in ideal notation:

(z) = (PN {phy.

Here one sees that the ideals on the right hand side are just powers of prime ideals. It is not so
clear how to generalize this to Noetherian rings.

Example 14.1. Let I = (x%y,x%z,xy?, xz%, xyz,y*z,yz*) C K[x,y,z]. Then I may be written as
intersection of ideals

I=(x,y)yNn{x,z)N{y,z)N (x,y2,22> N <x2,y, zz) N <x2,y2,z> .

Not all of the ideals on the right hand side are powers of primes! For example, set m = (x,y,z).
Then m 2 (x,y?% z?) 2 m>. Taking the radicals of all three ideals and noting that if I C ], then
VIC /], it follows that 1/ (x, y2,z%) = m. Since (x, yz,zz) is not equal to m?2, it cannot be a power
of a prime ideal.

To get a bit more flexibility one makes the following

Definition 14.2. A proper ideal q C R is called primary if xy € ¢ = either x € qor y"* € q for
some n > 1. Equivalently, q is primary if and only if R/q # 0 and every zero-divisor in R/q is
nilpotent.

Remark 14.3. A prime ideal is a generalization of a prime number. In turn, a primary ideal is a
generalization of a power of a prime number. This will allow us to talk about “unique factoriza-
tion” of ideals in much the same way we do for integers or polynomials say.

Example 14.4. (i) If I is prime, then I is primary.

(i) Theideal I = (x, yz,zzz is primary in R = K([x,y, z]. To see this, look at the quotient R/I =
Kly,z]/ (y? z?) # 0.1f f # 0in R/ is a zero-divisor, then it is easy to see that f € (¥,Z) and
that > = 0in R/L.

(iii) On the other hand, if p is prime, then p” is not necessarily primary: let R = K[x,y, z]/ (xy —
z2). Then I = (x,Z) is prime (since R/I = K[y] is an integral domain). Calculate I> =
<Y2,ﬁ, 22>. Here z2 = Xy € I2. But neither ¥, nor Y are contained in [ = VI (direct calcu-
lation), so no power of them is in I. But this means that I? violates the condition of being a

primary ideal.

(iv) {0} and (p") for p a prime, n > 1 are the primary ideals in Z. These are the only ideals with
prime radical, and it is then clear that they are primary.

Proposition 14.5. (1) Let I C R be a primary ideal, then Viisa prime ideal.
(2) If VT = m is maximal, then I is primary.

Proof. (1) Exercise.

(2) We show that every zero divisor in R/ is nilpotent. We begin by noting from Theorem 7.6
that /I is the intersection of all prime ideals of R containing I. Since VT is maximal, there is
precisely one prime ideal containing I, namely m. Now by Remark 3.5 the prime ideals of R/ I are
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in correspondence with the prime ideals of R containing I, in particular there is only one prime
ideal in R/ I which we can write as nil(R/I).
Now assume that x +1 € R/I is a zero divisor. Then there is some y ¢ I such that xy +1 =
Ogr/; € nil(R/I). Since nil(R/I) is prime, we have either x + I € nil(R/I) or y + I € nil(R/I).
Now since nil(R/I) is the unique prime ideal in R/ I, and maximal ideals are also prime, we see
that R/ is local. So by Homework Sheet 2, Q5, we can write nil(R/I) as the set of non-units in
R/1I. Since x + I is a zero divisor, it is not invertible and thus x + I € nil(R/I) as required.

O

Definition 14.6. Let R be a ring and let p C R be a prime ideal. We say that an ideal I C R is
p-primary if I is primary and +/T = p. If I is primary, then p is called the associated prime ideal.

Theorem 14.7. Let q4,. .., qy be p-primary ideals in R. Then q1 N - - - N qp, is p-primary.

Proof. As\/q1 N ---Nay = /91N ---N/q, = p, we need only check that q; N - - - N g, is primary.
Assume x,y € R are such that xy € q1N---Nqu. If x € q1N---Ngy then x ¢ g; for some

1 <j < n. Now xy € g; and since q; is primary we have y" € q; for somem > 1,i.e. y € Vi =
p =+/q1 NN gy, and the result follows. 0

Definition 14.8. A primary decomposition of an ideal I in a ring R is an expression of [ as a finite
intersection of primary ideals

n
I= ﬂ q;-.
i=1
The decomposition is minimal (sometimes: irredundant or reduced) if:

(i) +/9; are distinct for all 7;

(i) ﬂ qj £ q; forall1 <i < n.
1<j<n
j#
Remark 14.9. One can always obtain a minimal primary decomposition from a given one: if I =
N/, g; is an intersection of primary ideals, thenif g; , . . ., q; have the same associated prime p;, we
collect them together as q; := g;; N ... N q;, (which is p;-primary by Thm. 14.7). If N1<j<n qj € d;,
j#
then omit ;.

Theorem 14.10 (Lasker—Noether). Let R be a Noetherian ring, I C R an ideal. Then I has a minimal
primary decomposition
I=qgN---Nqy.

Moreover, for any two minimal primary decompositions

I=qN---Nap=q; NNy

we have n = m and (possibly after reordering) /q; = \/q7§f0r all1 <i<n Theset {\/q1,...,\/qn} is
equal to the set of prime ideals of R of the form /(I : (x)) for some x € R (see Prop. 2.5 for the definition
of the quotient ideal).

In particular, if | = /T = qy N - - - N q then the primary decomposition is unique and all q; are prime.

Example 14.11. (i) Let I be the ideal from example 14.1: I = (x,y) N {x,z) N {y,z) N {x,y?z*) N
(x2,y,2%) N (x?,y%,z). Then we have seen this is a primary decomposition of I. How-
ever, this decomposition is not minimal, since \/(x,y2,2z2) = \/(x2,y,22) = /(x%,42,z) =
(x,y,2). Use the remark above and set

0= (%22 N (%Y, 2) N (200 2) = (27, 2% ayz)

It is now easy to see that replacing the three ideals with ¢’ yields a minimal primary decom-
position of I.
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(ii) Suppose I = (f) C K[x1,...,x4), and f = f'" ... f{" is the factorization into irreducibles
over K. Then I = (f{'*) N--- N (f;"") is a minimal primary decomposition, with associated

primes {(f1),..., (fr)}

Now we come to the proof of the primary decomposition theorem: it mainly consists of two parts
- existence and uniqueness. For the existence one introduces the notion of irreducible ideals, and
first shows that any ideal in a Noetherian ring can be written as an intersection of irreducible
ideals, and finally that any irreducible ideal is primary.

Definition 14.12. We call an ideal I C R irreducible if it cannot be written as I; N I, where I; and
I, are proper ideals of R which strictly contain 1.

Example 14.13. (i) (x> + 1) C R[x] is irreducible.
(i) ((y —x®)(y? —x°)) = (y — x%) N (y* — x*) C R]x,y] is reducible.

Proposition 14.14. Every proper ideal of a Noetherian ring R is the intersection of finitely many irre-
ducible ideals.

Proof. Let S be the set of all ideals which are not the intersection of finitely many irreducible ideals.
If S # @ then by Theorem 12.3(iii) it has a maximal element, | say. Now ] is not irreducible, so
J = J1 N ]2 for some ideals J;, J» 2 J. By the maximality of ], it must be possible to write J; and ],
as the intersection of finitely many irreducible ideals, and therefore we can also write | as such.
This is a contradiction, so S = @ and the result follows. O

For the next proposition we need to recall the quotient ideal
(I:])={reR:rJC1I}

for ideals I,] C R from Proposition 2.5. It is an easy exercise to show that (I : J; + Jo) = (I :
Ji)N(I:Jp)and (hNL:J)= (I;:])N(Iy:]), which allows us to prove:

Proposition 14.15. Irreducible ideals in Noetherian rings are primary.

Proof. Let R be Noetherian. We first show that if the zero ideal is irreducible then it is primary.
Let xy = 0 with y # 0 and consider the chain

(0:(x)) C(0:(x*)C(0: (%)) C....

By ACC this is stationary, i.e. (0 : (x")) = (0 : (x"*!)) = ... for some n > 1. It follows that
(x™y N (y) = {0}, forif a € (y) then ax = Osoifalsoa € (x") then a = bx" and ax = bx"*! = 0.
Hence b € (0: (x"*1)) = (0: (x")), so bx" = a = 0. Since {0} is irreducible and (y) # 0 we must
therefore have x" = 0, i.e. {0} is primary.

Now let I C R be irreducible. Then R/ is Noetherian by Prop. 12.7 and the zero ideal {0+ I} C
R/ 1 is irreducible by Proposition 2.10. Therefore {0 + I} is primary, so for any x,y € R we have
xy € I implies that (x + I)(y +I) € {0+ I}, thus eitherx + [ =0+ I or y" + I = 0 + I for some
n. But this is equivalent to having either x € [ or " € I, hence I is primary. O

Corollary 14.16. Every proper ideal of a Noetherian ring can be written as an intersection of finitely many
primary ideals.

Proof. Exercise, use Propositions 14.14 and 14.15. O

For the proof of uniqueness in the Lasker-Noether theorem and also for practical computations,
one needs the following

Lemma 14.17. Let q be a primary ideal in R. Then for any x € R

o JRifxeq
(01-<X>)—{\/a ixéa
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Proof. First note that (q: (x)) = {ax € R:ax € q} and \/(q: (x)) = {a € R : thereexists n > 1,
such that a”x € q}.

Assume that x € gq. Then (q : (x) = R and hence also its radical. If x & ¢, leta € \/(q: {x)), that
is, ax € q for some n > 1. Since x ¢ q by definition of a primary ideal, there exists k > 1 such
that (a")* € q. This means that « € /9. For the other containment, let & € ,/q. Then there exists

n > 1, such that " € g. But then clearly also a”x € q, which implies that « € \/(q: (x)). O

Proof of Thm. 14.10. Corollary 14.16 tells us that primary decompositions always exist, and now
Theorem 14.7 allows us to reduce this to a minimal decomposition.

Suppose first that /(I : (x)) is prime for some x € R. Then we have

V@) = Jmnna: (x)

_ S @0y @),

Recall from Theorem 3.9 that 1 N--- NI, Cp <= I; C p for some j, where [; are ideals and p
is prime. It is an easy exercise to show that from I; N ---N I, = p it follows that I; = p for some

j, thus in our case, we have \/(I: (x)) = ,/(q; : (x)) for some j. Since \/(I: (x)) # R we must

have \/(I: (x)) = {/(q;: (x)) = ,/q; by Lemma 14.17. Therefore the set of prime ideals of the
form /(I : (x)) is a subset of {\/q1, ..., /dun}-

Now consider /q;. By minimality of the primary decomposition we can choose x € q; forall j # i
but x ¢ q;. But then we have

V@) = Jmnna: (x)

= S nenyfan )
= /4;.

Thus {\/q1,...,/dqn} is a subset of the set of prime ideals of the form /(I : (x)), and the equal-
ity is established. The final statement follows immediately, since the set of primes of the form
V/(I: {x)) is independent of any choice of primary decomposition. O

Definition 14.18. For any ideal I of a Noetherian ring R, the associated primes of I is the set
Ass(I) ={\/q;:1<i<mn, I =gy N---Nqyis aminimal primary decomposition}.

A minimal element in Ass(I) (w.r.t. inclusion) is called an isolated or minimal prime ideal. A
non-isolated prime ideal is called embedded. The q; are called the (isolated or embedded) primary
components of 1.

If VI =1=gqyN---Ngqy then the primary components are the \/q; = q; = p; and all p; are
isolated.

Example 14.19. An ideal I is primary if and only if Ass(I) consists of one element.
Anideal I is prime if and only if Ass(I) = {I}.

Proposition 14.20. For any ideal I of a Noetherian ring R, the set
{x+1:x € pforsomep e Ass(I)}
is precisely the set of zero divisors of R/ 1.
Proof. Exercise. ]

Example14.21. (i) R=2Z,1= (12) = 3)N{
(2) and (3) respectively. Therefore Ass((12

—
I
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(ii) Consider I = (x,y?) N {y) C K[x,y]. Then q; = (x,¥?), 92 = (y) have radicals (x,y) and (y)
respectively, so Ass(I) = {(x,y), (y) }. Here (y) is an embedded component and (x, y) is an
isolated component.

But I also has the minimal primary decomposition I = (y) N (x?, xy,y?) which have the
same radicals as q; and qp.

15 Noether normalization and Hilbert’s Nullstellensatz

Both of these classical theorems have a geometric background. We will only sketch this in the
case of Noether normalization, the geometric meaning of the Nullstellensatz is part of the next
chapter. We will also provide proofs of both results in the next chapter (in Section 17).

For the Noether normalization let X = V(I) C A} be an algebraic set, where I C K]xq, ..., x,]
is an ideal. The normalization theorem says that there exists a (linear) surjective and finite mor-
phism 77 : X — AY onto the linear space A. Finite is an algebraic condition and means that
K[x1,...,x4]/1 is a finitely generated K[x, ..., x4]-module under the map 7* : K[xq,...,x;] —
Klx1,...,x4)/1, f — 7*(f) = f o 7. In particular, if 7 is finite, then it has finite fibers, that is, for
any b € A¢ the set 171 (b) consists of a finite number of points.

Example 15.1. (i) Let X = V(y — x2) C A%. We can project X onto each of the two coordinate
axes: 7y : X — Ak : (x,y) = xand 7, : X — AL : (x,y) — y. The first projection 7y is

even bijective, for 77, the fibers T, 1 (b),b e A}R, consist of either 1 or 2 points.

Algebraically for 715 we have 7% : R[x] — R[x,y]/{y — x?) = R[x, x?]. Clearly, R[x,x?] =
R[x] is finitely generated as an R [x]-module here!

(ii) Consider the cross V(xy) € A% and take again the projections 77, and 7, onto the two
coordinate axes. Here neither of the two projections is finite, since 777 1(0) is the whole y-
axis, and 71, 1(0) is the x-axis. Algebraically, one sees for example that for 7} : R[x] —
R[x,y]/(xy) the module R[x,y]/(xy) is not finitely generated over R]x]: it is the infinite
direct sum R[x] ® yR[x] ® y’R[x] @& - - .

In the second example above, the (proof of the) Noether normalization theorem will tell us how
to modify X to obtain a finite projection onto a linear space. For this first recall the following

Definition 15.2. Let R be a ring. An R-algebra is a ring S with a ring homomorphism ¢ : R — S.
We say S is a finite R-algebra if it is finitely generated as an R-module, i.e. there exist xq,...,x, € S
such that

S =Rxy+- -+ Rxy.

If also R is a field then we say S is a finite dimensional R-algebra.
We say S is a finitely generated R-algebra if there exist x1,...,x, € Ssuch that S = R[xy,..., x,].

Example 15.3. (i) R[x] is an R-algebra via the natural inclusion map. It is not finite, but it is
finitely generated.

(i1) Q[ﬁ] is finitely generated over Q and also finite, since Q[\/E] = Q ¢ QV2 as Q-vector
space.

(iii) K[t] is a finitely generated R = K|[t?,t*]-algebra: K[t] = R]t] as algebras and K[t] = R + Rt
as R-module.

(iv) Any finitely generated K-algebra is of the form K[x, ..., x,] /I, where I is anideal in K[x, ...
Let S = Klay,...,a,] be a finitely generated K-algebra, with a; € S. We have an algebra
homomorphism (this is a ring homomorphism that is also a K-module homomorphism)
¢ : K[x1,...,x4] — S, x; — a;. Then by construction ¢ is surjective, and by the homomor-
phism theorem S = K{[x, ..., x,]/Ker (¢).
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The homomorphism ¢ turns S into an R-module, where multiplication is defined by r - s = ¢(r)s
forallr € R,s € S.
When R C S, we call S an extension ring of R. If in addition R and S are fields, then we call S an
extension field of R.

Definition 15.4. Let S be an R-algebra. An element s € S is integral over R if there exists a monic
polynomial

f(x) =x"+a, X" P4 a, "%+ +ag € R[x]
such that f(s) = 0.

We say S is integral over R if every s € S is integral over R. If also R C S, then we call S an integral
extension.

Example 15.5. (i) The integral elements of Q over Z are the integers.
(ii) K[x?] C K][x] is an integral extension.

The following result will be crucial in the proof of Hilbert’s Nullstellensatz. For a proof see Section
17.

Theorem 15.6 (Noether Normalisation). Let K be an infinite field and S a finitely generated K-algebra.
Then there exist z1, ...,z € S such that:

(i) z1,...,zm arealgebraically independent over K, i.e. there is no non-zero polynomial f € K[x1, ..., Xp)
such that f(z1,...,zm) =0;

(ii) S is finite over R = K|z1,...,Zm].

Remark 15.7. (i) In fact Theorem 15.6 does hold for finite fields, but an alternative proof is
needed (for instance, see [6] or [1]). In the following we will assume the normalisation
theorem for any field.

(ii) Theorem 15.6 shows that any finitely generated extension K C S can be written as a com-
posite
K CK[zy,...,zm) CS,

where the first extension is polynomial and the second is finite.

Theorem 15.8 (Weak Nullstellensatz). Let K be a field and S a finitely generated K-algebra. If S is also
a field, then S is finitely generated as a K-module.

In particular, if K is algebraically closed then every maximal ideal of K[x1,...,xy] is of the form (x1 —
ai,...,Xn —ay) forsomeay, ..., a, € K.

The proof of this theorem is also deferred to Section 17.
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Part 11

Algebraic Geometry

16 The algebra-geometry dictionary

Let K be a field (we will usually assume it to be algebraically closed) and consider the polynomial
ring K[x, ..., x,]. Normally we deal with polynomials simply as elements in the ring, but we will
now consider them as maps from K” to K by substituting the variables x, ..., x;, with elements
of K.

Definition 16.1. Let S be a subset of K[x1, ..., x,]. The vanishing locus of S is the set
V(S)={(a,...,an) € K": f(ay,...,a,) =0forall f € S}.

A set X C K" is called an algebraic set or algebraic variety if X = V(S) for some such S. The set K"
is often denoted A% and is called affine n-space (this is done to avoid giving 0 special status).
If I C K[xy,...,x,] is and ideal, then V(I) is called the vanishing set of I.

Remark 16.2. If [ = (fy,..., f), then V(f1,..., fix) = V(I) and every algebraic set is of the form
V(I) for some ideal I C K[x1, ..., xy] (see this with Hilbert’s basis theorem!).

Example 16.3. (i) V(x?+y? —1) C A% isacircle.

(i) V(xyz) C A}, is the union of the three planes {x = 0}, {y = 0} and {z = 0}, see Fig. IL.1.

Figure I1.1: Union of the three coordinate planes V (xyz)
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(iil) V((x? +y?)% — 4x2y?) is the four leaf clover:

y

(iv) V(z —x%,y — x?) isa curve in A}, and is a twisted cubic ¢ — (t, 12, 3):

V) V(y*—x3—ax—b) C /A% gives an elliptic curve. These are very important in many branches
of mathematics.

(vi) The surface V(z? + x(y* — x2)) C A} looks like three cones meeting at a point, see Fig. I1.2.
This surface is a so-called Dy-singularity and example of an ADE-surface singularity. For
more visualizations of these surfaces see http://wwwl.maths.leeds.ac.uk/~pmtenf/web/
gallery-ADE.html.

(vil) V(16x%z — 4x3y? — 128x%22 + 144xy?z — 27y* 4 25623) C A}, is the so-called swallowtail, see
Fig. I1.3. This surface appears in many contexts, e.g. as the discriminant of a quartic polyno-
mial, see also https://imaginary.org/sites/default/files/snapshots/snapshot-2014-007.
pdf

(vil) V(xz —y? x% —yz,2z% — x?y) C A}, gives a singular twisted cubic t — (#3,t4,°). Note that
this has codimension 2, but has 3 generators. In fact this this set cannot be 2-generated.

(ix) Ifaqy,...,a, € K, thenV(x1 —aq,...,x, —a,) C A% is the point (a4,...,a;).
K P
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Figure I1.2: The surface V(22 + x(y? — x?)) in R3 (the highlighted curve is the intersection of the
surface with the plane V(z)).

T,

Figure I1.3: The swallowtail in R3.

(x) Spirals r = cos 8 are not algebraic sets, as they give a polynomial with an infinite number of
Zeros.

Remark 16.4. More visualizations of algebraic surfaces can be found on the Imaginary portal
https://imaginary.org/galleries.

Some properties of algebraic sets:

Vf o f) = V),

i=1

so every algebraic set in the intersection of a finite number of hypersurfaces, algebraic sets gener-
ated by a single non-zero polynomial. In particular, the algebraic subsets of A} are just the finite
subsets plus all of K (as V({0}) = K).

Now we get a functor V:

V : Ideals in K[xy, ..., x,] — Algebraic sets in A .
Proposition 16.5. Let R = K[x1,. .., x,]. Then:
(i) V({0}) = A} and V(R) = @;
(i)) I C ] = V(I) D V(]) forideals I,] of R;
(iii) V(I]) =V(IN]) =V(I)UV(]) forideals I, ] of R;
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(iv) for any set {1, } xen of ideals of R,

\Y (E 1A> = () V(L)

AEA AEA

Proof. (i) Exercise.
(ii) Exercise.
(iii) Since I and | both contain I N J, which in turn contains I], we see from (ii) that
V() UV(]) S V(IN]) < V(I]).

Now if x ¢ V(I) UV(]) then there exists f € I and g € ] such that f(x) # 0 and g(x) # 0.
Hence (fg)(x) # 0sox ¢ V(I]). Thus V(I]) C V(I) UV(]).

(iv) Since I, € Y \cp Iy forall p € A, we have from (ii) that
A% (Z I,\> C M V().
AEA AEA

Now if x € Mea V(1) and f € Ypep then f = Y1, fi, for some m € N, A; € A and
fa, € In,. Then we have f(x) = Y1 fa.(x) = 0.
O

Example 16.6. Consider A%. Then
V(xz,yz) = V((z) N {x,y)) = V(z) UV (x,y)
is the union of the (x, y)-plane and the z-axis.

Remark 16.7. Proposition 16.5 can be used to show that the sets V(S) for S C K|xy, ..., x,| define
the closed sets for a topology on Aj}. We call this topology the Zariski topology. Facts from com-
mutative algebra, e.g. Hilbert’s Basis Theorem, properties of Noetherian rings etc., can be used to
prove statements about the Zariski topology, for instance any closed subset of A% is compact.
More generally one can also define the Zariski topology for any commutative ring R: the closed
sets are then of the form V(I) for any ideal I C R and are defined as

V(I) = {p € Spec(R) : I C p}.
We now introduce an “inverse” to V:
I : Subsets of Ax} — Idealsin K[xq,...,x,] .
Definition 16.8. For a subset X C A¥ let the vanishing ideal of X be the set
I(X)={f €Klxy,...,xn] : f(x) =0forall x € X}.

That this is an ideal is clear.
However, in general one does not have I(V(])) = | for anideal | C K[xy, ..., x4].
Example 16.9. (i) Let ] = (x,y)? in K[x, y]. Clearly, V(J) = {(0,0)}, but I({(0,0)}) = (x, ).

(i) Let X be the cusp V(x® —y2) in A%. In this case we have I(X) = (x> — ?).

(iii) Let X = {n € Z C AL}. This set is not algebraic! But we still can find I(X):

I(X) = {f € R[x] : f(x) = 0forallx € N} = (0).
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Proposition 16.10. (i) I(@) = K|[x,...,x,|. If K is infinite then I(A%) = {0}.
(i) XCY C A} = I(X) DI(Y).
(iii) X,Y C A} = I(XUY)=1(X)NIY).
Proof. (i) The first part is clear. The second follows from Lemma 17.3.
(ii) Straightforward: if X C Y then we need more functions to define it.
(iii) We have
fel(XUY) < f(x)=0forallx €« XUY
< f(x) =0forallx € Xand forallx € Y
— fel(X)NI(Y).
O

Remark. Note that in (i) the assumption that K is infinite is necessary. For instance if p € Z is
prime, K = Z,, and f(x) = x¥ — x € K[x], then f € I(A}).

Proposition 16.11. Let I be an ideal of K[xy, ..., x,] and X a subset of A. Then:
(i) X C V(I(X)), with equality if and only if X is an algebraic set;
(ii) 1 CI(V(I)).

Proof. The two inclusions are mostly tautological, for instance if I(X) is defined to be the set of
functions vanishing on X then for any point x € X all functions in I(X) vanish on it.

If X = V(I(X)) then X is algebraic as it is of the form X = V(]) for some ideal J. Conversely if X
is algebraic then X = V(J) for some ideal J. But | C I(X) so V(I(X)) C V(]) = X. O

We would like a condition to ensure equality in Proposition 16.11(ii). This is not so easy, as two
types of problems can occur:

(@) (x") CI(V(x")) = (x) for all n > 2, so non-reduced elements present a challenge, and

(i) in R[x], (x* + 1) CI(V(x?> + 1)) = I(®) = R[x], so the ideal may product no zeroes.

We can attempt to solve (i) by using the radical /I, but even this is not enough. In fact, (ii) gives
a strict inclusion here too as \/(x2 + 1) = (x? +1). The correct way to fix this is using Hilbert's
Nullstellensatz.

Recall that a field K is called algebraically closed if every non-constant polynomial in K[x] has a root
in K.

Theorem 16.12 (Nullstellensatz). Let K be an algebraically closed field and I C K[x1, ..., x,] an ideal.
Then:

(Weak) I # K[x1,...,x4] = V(I) #Q;
(Strong) T(V(I)) = /1.

We will prove this Theorem in Section 17. This theorem says that we have correspondences

{Radical ideals} {Algebraic subsets}
U U

{Prime ideals} ?
U U

{Maximal ideals} «————— {Points p € A} }

So it is not clear yet to which algebraic subsets the prime ideals correspond. This will be tightly
connected with the geometric interpretation of primary decomposition.
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Example 16.13. (i) Let ] = (x?> — y?) in K[, y]. ] is not prime since (x +y)(x —y) € ] but none
of the two factors is an element of ]. We have already seen that V(J) = V(x +y) UV (x —y)
is a union of two hyperplanes.

(i) Let ] = (x?y,x?z,y%x,y%z,2z%x,z%y, xyz) be an ideal in K[x,y,z]. A minimal primary de-

composition of J is ] = (x,y) N (x,z) N {y,z) N (x?,y% 2z, xyz). Here we see that \/] =
(x,y) N (x,z) N (y,z) and

V() =V(V]) =V(xry) UV(x,2) UV(y,2)
is the union of the three coordinate axes.
Lemma 16.14. Every non-empty set of algebraic subsets of Ay has a minimal element.

Proof. (This was an exercise in the lecture!) Suppose that X is a non-empty set of algebraic subsets
of A% with no minimal element. Then we can find a strictly descending chain X; 2 X, 2 X3 2
.... Recall that X; D X, = [(X;) C I(X>), and note that if the left subset is strict then so too
is the right. Therefore we have a strictly ascending chain of ideals

1(X:) S I(Xp) S I(X3) G ...,
in K[x1,...,xu]. But K[xq,...,x,] is Noetherian, so this is a contradiction. O

Definition 16.15. An algebraic set X C A} is called irreducible if for all decompositions X =
X1 U Xy with X3, X; C X algebraic sets, we have either X = X; or X = X5. Sometimes in the
literature an Irreducible algebraic set is called algebraic variety. (However, we use the term algebraic
variety for any algebraic set here!)

Example 16.16. V(xy) C A% is the two coordinate axes which can be written as the union V (x) U
V(y), so is reducible.

Proposition 16.17. (i) Let X C A, be an algebraic set and 1(X) the vanishing ideal of X. Then X is
irreducible if and only if 1(X) is prime.
(ii) Any algebraic set has an expression

X=X;U---UX,,

unique up to reordering of the X;, with X; irreducible and X; ¢ X; for i # j. The X; are called the
irreducible components of X.

Proof. (i) We prove that X is reducible if and only if I(X) is not prime. Indeed, suppose X =
X1 U Xj is a non-trivial decomposition of X into algebraic sets. Then X, X, C X means that
there is some f; € I(X7)\I(X) and some f, € I(X,)\I(X). The product f; f, vanishes at all
points of X, so fi f» € I(X). Therefore I(X) is not prime.

Conversely, suppose that I(X) is not prime. Then there exists f1, f» ¢ I(X) such that f; f, €
I(X). Let X3 = V(I(X) + (f1)) and X, = V(I(X) + (f2)). Then by Proposition 16.5
Xy = V(I(X)) "V (f1)
= X NV(f;) since X is an algebraic set
C Xsince f1 ¢ I(X),

similarly X, C X, and both are algebraic sets. So X; U X, C X, and moreover

(L) + (AN IX) +{f2)) = LX) + (f)LX) + {(L2)UX) + (fif2)

I
I(X)

N

so by Propositions 16.5and 16.11 wehave X = V(I(X)) C V((I(X) + (A)(I(X) + (f2))) =
X1 U Xp. Thus X = Xj U X», but neither component is equal to X, so X is reducible.

45



(ii) Let X be the set of algebraic subsets of A} which do not have such a decomposition. If
Y. = @ then we are done, otherwise by Lemma 16.14 there is a minimal element X € X. If
X is irreducible, then X ¢ X, a contradiction. Otherwise X has a non-trivial decomposition
X = X3 U Xy, and the minimality of X shows that Xj, X, ¢ X and so have a decomposition
into irreducibles. But then putting these decompositions together gives a decomposition of
X, s0 X ¢ %, another contradiction. Therefore £ = @ and the existence is proved.

Uniqueness is left as an exercise.
O

Remark. The decomposition of X into irreducibles X; corresponds to a minimal primary decom-
position of I(X). The associated primes in the latter case are the prime ideals I(X;).

Example 16.18. We will decompose the algebraic set X = V(x? — yz,xz — x) C A into its irre-
ducible components, assuming that the field K is infinite. We begin by considering (p1, p2, p3) €
X, and note that if p; = 0 then we must also have pyp3 = 0 (so either pp = 0 or p3 = 0). This part
corresponds to the algebraic set V(x,yz) = V(x,y) UV (x,z).

If now p; # Othen p1ps —p1 =0 = p3 = 1, and thus p? = p,. Therefore this part corresponds
to the algebraic set V(x> —y,z — 1), and we can decompose

X =V(x,y) UV(x,z) UV(x®> —y,z — 1).

We will prove using Proposition 16.17 that each of the three components is irreducible. By the
strong Nullstellensatz we have I(V(x,y)) = /(x,y), but (x,y) is prime as K[x, y, z] / (x, y) = K[z]
so \/(x,y) = (x,y). Thus by Proposition 16.17(i) we see that V(x,y) is irreducible. Similarly
V(x,z) is irreducible. Finally, K[x,y,z]/{x*> —y,z — 1) = K[x] so (x* —y,z — 1) is also prime so
this component is also irreducible.

To sum up, we obtain the following dictionary between algebra and geometry, cf. [2, Ch. 4,§8]:
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Algebra Geometry

radical ideal algebraic variety
] — V()
I(X) — X
sum of ideals intersection of varieties
I+7 —_— V(I)NV(])
I(X)+I(Y) — XNy
intersection (multiplication) of ideals union of varieties
Inj(I-J) — V() uV())
I(X) N I(Y) ( I(X) -]I(Y)) — XUY
minimal primary decomposition decomposition into irreducible components
I=vI=pin- Npn — V(I) =V(p) U UV (pm)
I(X) = MiZ; 1(X;) — X=UL X
prime ideal irreducible variety
maximal ideal point in A} (where K alg. closed)
ascending chain condition descending chain condition

From here some natural further questions about the geometry of algebraic varieties arise:

(i) Most basic here is the question whether X C A} # @. If X = V(fy,..., fu) € AR (K
algebraically closed), then by Hilbert’s Nullstellensatz X = @ ifand only if 1 € (fy,..., fi).
In order to solve the geometric problem, we thus have to solve the ideal membership problem,
see Section 18 on Grobner bases!

(ii) Determine the irreducible components of X: this can be done, as soon as we can compute
a minimal primary decomposition of I(X). Therefor one also uses Grobner bases, but the
discussion of the algorithms is beyond the scope of this course. See [4, Chapter 4] for a
general discussion and [5] for the special case of monomial ideals.

(iii) Determine the intersection behavior of the “smooth” irreducible components of an algebraic
variety X. This leads to the field of intersection theory.

(iv) Study of singular points: these are the points on an algebraic variety X, where X is not
“smooth”. This leads to classsification problems and the problem of resolution of singularities,
both active research areas.

17 The proofs of the Noether Normalisation lemma and Hilbert’s
Nullstellensatz

In this section we prove the Normalisation lemma (Theorem 15.6) and the algebraic version of
Hilbert’s Nullstellensatz (Theorem 15.8). From this we will obtain a proof of the weak and strong
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geometric version of the Nullstellensatz (Theorem 16.12).

First we need a few facts about finite algebras and integral elements.

Proposition 17.1. (i) Let R € S C T be rings. If S is a finite R-algebra and T is a finite S-algebra,
then T is a finite R-algebra.

(ii) If R C S isa finite R-algebra and t € S, then t satisfies a monic polynomial over R.
(iii) If S is an R-algebra and t € S is integral over R, then R[t] is a finite R-algebra.
Proof. (i) Exercise.

(ii) Suppose S = I ; Rs;. Then for each i, ts; € S so there exist rij € R such that
n n
ts; = Z 1’1']'5]' — Z(t(S,] — Fij)S]' =0,
=i =

where J;; is the Kronecker Delta, taking value 1 if i = j and 0 otherwise. Now let A be the
matrix with A;; = t6;; — r;;, and set A = det A and s = (s1,---,81)T. Then As = 0, hence
0 = (A*Y)As = As where A% is the adjoint matrix. Therefore As; = 0 for alli. But1 € S
is a linear combination of the s;, so in particular we have A = A - 1 =. Therefore the monic
polynomial det(xd;; — ;;) over R is satisfied by .

(iii) Exercise.
O

Corollary 17.2. Let S be a field and R a subring of S such that S is a finite R-algebra. Then R is a field.

Proof. For any 0 # r € R, the inverse r~! exists in S, so we must show r~! € R. Now by

Proposition 17.1(ii), ! satisfies a monic polynomial over R, say
r " a4+ ag =0
for some a; € R. Then multiply by " 1to get
1= —(ay, 1 +a,or+---+ayr" ) €R,
so R is a field. O

We will prove the normalisation theorem for infinite fields K, and for this the following lemma is
crucial:

Lemma 17.3. Let K be an infinite field and f € K[xq, ..., x,] be a non-zero polynomial. Then there exist
a1,...,0, € Ksuchthat f(ay,...,a,) # 0.

Proof. We prove this by induction on 7, with the case n = 0 being trivial. If now n = 1 then any
non-zero f € K[x1] has at most deg( f) roots. Since K is infinite, we can choose &1 not equal to any
of these roots and thus f(«q) # 0.

Assume now that n > 1 and the result holds for n — 1. Let f € K[xy,...,x,]| be non-zero. If
f € K[xq,...,x,_1] then we are done, so assume this is not the case. Then we can write

f=8&xp+ - +81xn+ 80

for some g; € K[xy,...,x,_1] with g» # 0. Now by induction, there exist a1, ...,a,_1 € K such
that gy (aq,...,a,_1) # 0. Therefore f(aq,...,a,_1,%,) € K[x,] is a non-zero polynomial, so by
the n = 1 case above we see that there exists &, € K with f(aq,...,a,) # 0. O

Now we have all necessary preliminaries to prove the Normalisation Lemma (Thm. 15.6):
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Proof of Thm. 15.6. Suppose S = K[y1,...,yn] and f € K[x1,...,x,] is such that f(y1,...,yx) =0,
ie. yy,...,y, are algebraically dependent over K. Then choose «1,...,a,_1 € K and set z; =
yi —aiyn for1 <i<n—1. Nowlet g € K[xy,...,x,] be such that

8(z1, .. zZn—1,yn) = f(z1 + 01Yn, - -, Zy—1 + Xy—1Yn, Yn) = 0.

If f has degree d then let f; be the sum of all monomials of f of degree d (the homogeneous piece
of f of degree d). Then

falz1 +a1yn, .o zn—1 + & 1Yn, Yn) = fa(@1Yn, ..., Xu_1Yn, Yn) + lower order terms in y,

= falag, ..., a1, 1)yﬁ + lower order terms in y,.

Therefore considering g as a polynomial in y,, over K[z, ...,z,_1] we have

e(z1, o zZn—1,Yn) = falag, ..., an—1, 1)yﬁ + lower order terms in yy,

Since f; # 0 (as deg(f) = d), we have by Lemma 17.3 that there exist a1, ...,«,_1 such that
fa(aq, ..., ay_1,1) # 0. For this choice we have

fd(“l/' . -/‘anl/l)ilg(zlz- . ~,Zn71/]/n) == 0/

amonic polynomial over K[zy, . .., z,_1] satisfied by y,,. Therefore y,, is integral over K[z1, ..., z,_1].
The proof of the theorem is now by induction on the number 7 of generators of S. Suppose S =
k[y1,...,yn] is such that yy,...,y, are algebraically independent, then we are done. Otherwise
there exists some f € K[xy,...,x,] such that f(y1,...,y») = 0. Then by the above we can choose
z1,...,2n—1 € Ssuch that y, is integral over S* = K[zy,...,2z,_1] and S = S*[y,]. By the induction
hypothesis applied to S* there exist elements wy, ..., w;;, € S* that are algebraically independent
over K with S§* finite dimensional over R = K[wj, ..., w,]. Now since y, is integral over S* it
follows by Proposition 17.1(iii) that S*[y,] is a finite S*-algebra. Since both extensions R C S* and
§* C S are finite, it follows by Proposition 17.1(i) that the extension R C S is finite as required. [

Example 17.4. Let again S = K|[x,y]/(xy) = K[X,y]. We want to show that S is finite over some
K[z]. As in the proof of the theorem, f(¥,7) = X7 = 0in S. Thus we have d = degf = 2.
Now we find an a1 € K such that f(a3,1) # 0, e.g, a7 = 1. Thensetz := ¥ —1-7 and get
§(z7) = f(z+7,5) = (z+7)7 = 27+ 7. One has g(z,) — 0 and thus S = K[z,y}/ (yz + y?) is
finite over R = K[z].

Now the algebraic version of the Weak Nullstellensatz (Theorem 15.8) can be proven using the
results of this Section:

Proof of Theorem 15.8. Using Theorem 15.6 (Noether Normalisation) there exists a polynomial sub-
algebra R = K[x1,...,x,] of S, over which S is a finite algebra. If S is a field then so is R by Corol-
lary 17.2. If r > 1 then (x7) is a proper ideal in R, a contradiction. Therefore S is finitely generated
as an R-module.

For the second part, suppose R = K[x1,...,x,] and m C R is a maximal ideal. Then by the first
part of the theorem we have that R/m is a finite dimensional K-algebra. So given & € R/m we
have m(a) = 0 for some monic polynomial m € K[t] of degree r by Proposition 17.1(ii). Since K
is algebraically closed, we can write m = (t —a,)...(t — a,) for some ay,...,a, € K. As R/m
is a field and m(a) = 0 we have & = «a; for some i. Therefore & € K and so R/m = K. Thus
x; +m = a; + m for some a; € K, and so (x; —ay,...,x, — a,) C m. Since both sides are maximal
ideals, this is an equality. O

Finally, we can prove the weak and strong form of the geometric version of Hilbert’s Nullstellen-
satz (sometimes just denoted by “the Nullstellensatz”).
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Proof of Theorem 16.12. (Weak): If I is a proper ideal of K[x1,...,x,] then I is contained in some
maximal ideal m by Proposition 4.6. But we know from the weak algebraic form of the Nullstel-
lensatz (Theorem 15.8) that m = (x; —ay,..., X, — a,) for some ay,...,a, € K Now ] Cm —
V(m) CV(I)and V(m) = {(ay,...,a,)} # .

(Strong): Note first that if f € v/Tthen f™ € I for some m > 1. Butsince K[xy, . . ., x| is an integral
domain, the set of zeros of f™ is the same as the set of zeros of f (counted without multiplicity).
Thus f € I(V(I)).

We now show that for all f € T(V(I)) we have f € /I. This is obvious for f = 0 so assume
f #0. Let f1,..., fu generate I and set

]: <f1/~-/fm/]/f_1> - K{xll"'/xmy]

for a new variable y. Then

V() = V({fr, s fuyf = 1))
=V({(fi,-- fu)) NV (yf = 1))
=V(I)NV((yf-1))

by Proposition 16.5. Butsince f € I(V(I)), any pointin V(I) willnotbe in V(({yf —1)). Therefore
V(J) = @ and by the weak Nullstellensatz we have 1 € J. Hence

m
1=Y gi(x1,...,xn,y)fi+h(x1,...,x0,y)(yf — 1)
i=1

for some g;,h € K[x1,...,xn,y]. Letz = % and choose N > max{deg(g1),...,deg(gm), deg(h) +
1}. Then

m
N =Y Nei(vr,oLxny) fi 2N T h(x,x,y)z(yf — 1)
i1

§i(x1,...,xn,z)fi+ﬁ(x1,...,xn,z)(f—z)

s

1

in K[x1, ..., xp, z]. Substituting f for z then gives

N = f;gi(xl,...,xn,f)ﬁ el

i=1

sof eI O

18 Grobner bases

Grobner bases allow to generalize the Euclidean division algorithm for polynomials in K[x] to
several variables. First recall the Euclidean algorithm in one variable:

Let P(x) € K[x] with deg(P) = d and let Q € K[x] be any polynomial. Then there exist unique
polynomials A, B € K[x] such that deg B < d and

Q=A-P+B.

Moreover, A and B may be calculated by a finite algorithm.
One may interpret this using monomial orders (here <, is the usual order on K[x]| by degree):
deg P = d means that Im.(P) = x? and deg B < d means that Im,(P) does not divide any of the
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monomials appearing in B. If we let K[x]; := {B € K[x]| : deg B < d}, then we get a K-vector
space decomposition
Klx] = (P) ©K[x]<q,
or said differently
K[x]/(P) 2 K[x] .y KO Kx®---®Kx1.

d

Remark 18.1. This decomposition is particularly easy to find if P = Im(P) = x” is a monomial.

Then fora Q = Y1, c;x' write

m d—1
Q= Z cix' =% 4 x4 Z cix' .
i=d i=0

——— — —
A P-B

So we first consider the case of monomial ideals in K[xy,...,x,]. A monomial ideal is an ideal
I C K[xq,...,x,] such that there exists a (possibly infinite!) set A C IN" such that I = (x* : & € A).
If P =Y, a,x" C K[xq,..., x|, then the support of P is Supp(P) = {a € N" : a, # 0}. Note that
Supp(P) € IN" is always a finite set.

Further, for any set A C N, denote K[x]4 := {B € K[x] : Supp(B) C A}.

Lemma 18.2. Let P, = x*, o« € V C N" and let E = Uycy(a +IN") and F = IN"\E. Then any
Q € Kl[xq,...,xn] has a decomposition into

Q: ZAaPa+B/
aeV

where Y, cy Aa Py is a finite sum and B is a unique polynomial with Supp(B) C F.

Proof. Since clearly N" = EUJF, it follows that K[x] = K[x]F @ K[x]F. This means that K[x] =
(Py,a € V) ®K[x]F. O

Example 18.3. Letn = 2and P, = x?, P, = xy?, and P; = y*. Here E = ((2,0) +N?) U
((1,2) +N?) U ((0,4) + N?). Thene.g,,

P=x"+x3° —y = (P + ¥%yP) + (—y) .
Here B = —y has Supp(B) = {(0,1)} C F.

Lemma 18.4 (Dickson’s lemma). Let I C K]x] be a monomial ideal. Then I is already generated by
finitely many monomials. Equivalently, if E C IN" is an ideal, that is, if E + IN" = E, then E is finitely
generated, that is, there exists a finite set V. C IN" such that E = Jycy (« +IN™).

This is a special case of Hilbert’s basis theorem, so we omit a proof. There exist many direct proofs
without using the basis theorem, see e.g. [2].

If I C K[xq,...,x,] is an arbitrary ideal, then the idea is to “approximate” I by monomial ideals:
Choose a monomial order <. on IN” and let

Ime (1) = (Ime(f) : f € 1T)

be the leading ideal of 1. Clearly, Im,(I) is a monomial ideal, and moreover, one gets a K-vector
space decomposition
K[x] = Im¢(I) & K[x]",

where F = IN"\ Supp(Im,(I)). The division theorem will then prove that actually one has K[x] =
1@ K[x]F.
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Example 18.5. Let P = x? — y be in K[x, y] and let Q = x?y. Then we can easily find two different
ways to express Q as a multiple of P plus a remainder:

Q :yP+y2 = x?P+x*.
It is not clear which one of the two is preferable!

Theorem 18.6 (Division through 1 polynomial). Let < be a chosen monomial order on K[x1, ..., x,]
and let P € K[xy,...,x,| with lm.(P) = x* for some « € IN" and denote by E = o« + IN" and F =
IN"\E. Then for any Q € K|[x1,...,xn| the exist unique polynomials A, B with B € K[x1,...,x,]F such
that

Q=A-P+B.

Moreover, A and B can be calculated with an algorithm.
Remark 18.7. A and B both depend on the monomial order <!

Proof. First we prove the existence (constructively): Without loss of generality assume that the
leading coefficient of P = 1. Let Q € K[x1, ..., X,], then write

Q= A1x"+ By,
where Im,(P) = x* and Supp(B;) C F. Grouped differently
Q=A1P+ A (x"—P)+By.
~ —
€(P) =1
Now write Q1 as Q1 = Apx® + By with By € K[xy,...,x,]F.
Claim: Im,(Ay) <, Img(A7).

It is enough to show Img(Azx*) <, Im¢(A;x*) (properties of monomial orders!). But this holds
since Im, (x* — P) <, lm,(P). This proves the claim.

Now use induction on Im¢(A4;) for Q; = A;x* + B;. Thus we may assume that Q; = A-P + B
with B € K[x1,...,x,). Then

Q=AP+AP+B+B= (A +A)P+ (B+B)
with (A; + A)P € (P) and (B + B) € K[xy, ..., x4]F.

For uniqueness assume that Q = AP + B = A’P + B’ with B, B’ € K[xy,...,x,4]". Then
0=(A-AP+(B-B),

that is (A — A’)P = B’ — B. Looking at the leading monomials, we see that Im.(B’ — B)
K[x1,...,%4)f and Im¢((A — A")P) € K[x1,...,x4)E. Since ENF = @, also K[x1,...,x4]F
K[x1,...,xy)f =0and thus B= B and A = A’.

O>Om

Example 18.8. Let Q = x?y and P = x> — y in K[x,y]. If we choose <.=<j,, with x > v, then
Im(P) = x> and Q = yP + yz. If, on the other hand, we choose <,=<j,, with y > x, then
Im,(P) = y and Q = (—x2)P + x*. In both cases the remainder lies in K[x, y]*.

We have proven so far that we have a unique division for principal ideals, butif I = (P, ..., Py),
then the remainder depends on the order of the divisions.

Theorem 18.9. Let <. be a monomial order on K[xy,...,x,| and Py, ..., P € Klxy,...,x,] with
Img(P;) = x%, a; € IN". Then for each A € K[x1,...,xy] there exist polynomials A, ..., Ay and B
such that

k
Q=) AP +B,
i=1

where B € K[x1,...,x4]F. (E and F defined as above). Again, there is an algorithm to compute A; and B
but they are not unique in general.
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Proof. See [2, Chapter 2, §3, Theorem 3]. O
Example 18.10. (i) Let P; = x%y and P, = xy? and Q = xy® + xy in K[, y]. Then

1 1
Q = xy*P, + xy = ¥*yP, + xy = Exyzpl + §x2yP2 +xy.

This shows that the A; are not unique.
(ii) Let Py = x> —y? and P, = xy — y® and Q = x° and choose <,=<,, with x > y. Then
Q=xP +xy2 =xP +yP2—0—y4,
which shows that the remainder is not unique.

In general we can at least make the remainder unique: For this consider anideal I = (Py,..., P) C
K[x1,...,x,]. It always holds that

(Ime(Py), ..., 1me(Py)) C Ime(I) = (Ime(P) : P € I) .

Definition 18.11. A collection of polynomials Pj, ..., Py € K[xq,...,x,] is called a Gribner basis
with respect to a chosen monomial order < if

(me(Py), ..., Ime(Py)) = Ime((Py, ..., By)) -

Theorem 18.12. Let <, be monomial order on K[x1,...,x,] and Py, ..., P, be a Grobner basis. Then for
each Q € K(xq,...,xn| there exist Ay,..., Ay € K[xq,...,x,] and a unique B € K[xy,...,x,]F such
that

k
Q=) AP +B.
i=1
Here B is unique but depends on <.

Proof. See [2, Chapter 2, §6, Prop. 6]. O

Remark 18.13. (a) If I = (P) is a principal ideal, then P is a Grobner basis with respect to any
monomial order, since Im(I) = (Im(AP) : A € K[x1,...,x,]) = (Im(A) - Im(P)) = (Im(P)).

(b) Not every set of generators of I is a Grobner basis, e.g., take P} = x> — y® and P, = xy — y*
and the monomial order <, with X > y. Then Im(P;) = x? and Im(P,) = xy but (x?, xy)
Im((Py, P,)). In order to see this, consider P3 = yP; — xP, = —y* + y*xand Py, = P; — y*P,
—y* +y’. Clearly Im(Py) = y’ is not contained in (x2, xy).

14N

(c) Let Pp,..., P € K[x1,...,x4], I C K[x1,...,%,] is an ideal, and <, a monomial order. If the
P; are all contained in I and satisfy (Im¢(Py),...,Im¢(P)) = Im(I), then Py, ..., P, generate I
(see Homework 5!).

(d) Every ideal I C K]xy,...,x,]| has a Grobner basis: since Im(I) C K][xq,...,x,] is a monomial
ideal, we can find finitely many generators, i.e., Im(I) = (x*,..., x*). By definition of Im(I)
there exist polynomials Py, . . ., Py in I such that Im(P;) = x*, so (Im(P;),...,Im(P;)) = Im(I).
This implies that the P; are a Grobner basis of 1.

The next problem is to decide whether a given set of polynomials forms a Grobner basis with
respect to a given monomial order. Furthermore, one wants to construct a Grobner basis from a
given set of polynomials. Both problems will be solved with the following two theorems.

Definition 18.14. Let P;,..., P, and Q € K[xy,..., x| and define Q(Pl’“"Pk) as the rest of the di-
visions of Q by Py, ..., P, (in this order). If Py, ..., P, are a Grébner basis, then Q(Pl""’Pk ) = @I is

independent of the order of divisions (here I = (Py, ..., P)).
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Lemma 18.15. Let P := (P, ..., Py).

(@) IfQ1, Qs € K[x1, ..., xu], then Q1 + Qs =01 + Qs .

(b) IfQ1 = 0and Oy = 0and Ay, Ay are any polynomials, then
——P
A1Q1+A2Q2 =0.

Proof. Exercise (see Homework 5). O

Definition 18.16. Let <, be a monomial order on IN". Let Py, ..., P, € K[x1,...,x,] and define
‘ k
Rel(Py,...,P) :={R=(Ry,...,R) € K[x1,..., x4 : } RiP;} .
i=1

Then Rel(Py, ..., P) € K[xy,..., xn]k isa K[xy, ..., x,]-module, the module of relations of the P;.

Since K[x1, ..., x,] is noetherian, Rel(Py, ..., P;) is finitely generated, say by Sy, ..., S, with S; =

(Sjt,---,Six) for j = 1,...,m. Written differently, S; - P = Z?:l S;iP; = 0.

Example 18.17. (a) Let P = (Py, P, P3) = (x,y,z) in K[x,y,z]?. Here Rel(P) is generated by
S1=(y,—x,0),S2 = (2,0,—x), S3 = (0,2, —y).

(b) Let P = (yz,xz,xy) € K[x,y,2]>. Then Rel(P) is generated by S; = (x,—y,0) and S, =
(x,0,—z2).

Theorem 18.18 (Buchberger’s criterion). Let <, be monomial order on IN" and let P = (Py,...,DP)
with P; € K(x1,...,x,]. Then Py, ..., Py are a Grobner basis with respect to <. if and only if for any
relation S € K[xy,...,xn)" of Ime(Py),. .., lme(Py) one has
=P k "
S-P =) SP =0.

i=1

Equivalently: If Sy, . .., Sy generate Rel(Img(Py), ..., Img(Py)), one has

P
k

SJPP = ZS]'I‘PZ‘ =0 foralljzl,...,m.
i=1

Proof. See [2, Chapter 2, §6, Theorem 6]. O

Remark 18.19. Relations between the Im¢(P;) can be easily determined: let Im(P;) = x%. The
relations between Im(P;) and Im(P,) are for example of the form x*x7 — x*2x° = 0. Here first
set w; = max(ay;, ap;), or equivalently, x¥ = lem(x*,x*2). Then 7, can be determined from
w = a1 + 7 = ap + J. Then the relations between Im(P; ) and Im(P,) are generated by the vector
(x7,—x°,0,...,0). Similarly for the other Im(P;) and Im(P;).

Note that in general, one also has to take into account the leading coefficients of the P;!

Example 18.20. Let P; = xy + 1 and P, = y? — 1 with any monomial order. Then Im(P;) = xy
and Im(P,) = y,, and consequently Rel(xy, y?) = ((y, —x)). We get

(v, —x)(P,P)T =xy* +y—xy> +x=x+y.

(Py,P)

Moreover x +y =x+ y(Pz’Pl) = x+y # 0. Thus Py, P, are not a Grobner basis.
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Definition 18.21. Let <. be a monomial order on K[x1, ..., x,],1et Py, ..., Py € K[xq,...,x,] and let
S1,.-,Sm € K[x1,...,xn)" be a generating set of Rel(Im,(P;), ..., Im¢(P;)). Then the polynomials
Zi-‘zl S;iP; are called S-polynomials of Py, ..., P with respect to <e.
Explicitly, for P;, P; with lem(Ime(P;),Im,(P;)) = x*, the S-polynomial is

x(d

S(PZIP]) = ltzpl) 'Pi -

(Note that here 1t(f) stands for the leading term of the polynomial f, so we are also inverting the
leading coefficients here!)

Remark 18.22. The name “S-polynomial” comes from the word syzygy, and this words stands for
the relations between polynomials: the relations between polynomials Py, ..., Py are called first
syzygies, the relations between the first syzygies are the second syzygies, and so on.

By Buchberger’s criterion, Py, ..., P, are a Grobner basis with respect to <, if and only if all S-
polynomials reduce to 0 after division through Py, ..., P.

Example 18.23. Let P; = y — x? and P, = z — x° in K[x,y, 2] and choose <j,, withy > z > «x.
Then Im(P;) = y and Im(P,) = z. The relations between these two monomials are generated by
S1 = (z,—y). Then

Si2:=S(P, Py) = zP; —yP, = x°y — x°z.
The leading monomial Im(S1,) = x%y is divisible by Im(P}), so we get St = 25— x2z = x2P;.
Thus STZ(PI'PZ) = 0 and it follows that P; and P, are a Grobner basis.
If, on the other hand, we choose <}, with x > y > z, then Im(P;) = x? and Im(P;) = 3, and in

this case S1p = xy — z. No monomial of Sy; is divisible by Im(P;) or Im(P,), so it follows that P;
and P, are not a Grobner basis with respect to this order.

Remark 18.24. The right choice of a monomial order can sometimes simplify computations sig-
nificantly! In particular useful here are the linear orders, that were defined in Section 5.

Theorem 18.25 (Buchberger’s algorithm). Let Py, ..., P € K[x1, ..., x,] and choose a monomial order
<¢ on IN™. Define for m € IN the following vectors: FO := (Py, ldots, P;), F! := (P,..., P, Sij for
1<i<j<k), and

F™Y .= (F™, all S-polynomials of components of F™) .

(Here we mean S-polynomials after reduction by F™!). Then there exists an mq such that F™ is a Grobner
basis with respect to <e.

Proof. See [2, Chapter 2, §7, Theorem 2]. O

This algorithm yields a Grobner basis but can be computationally complex.

Applications

We list here a few applications of Grébner bases - many more can be found in e.g. [2, 3, 4].

Ideal membership

Let I = (Py,..., D) be an ideal in K[x, ..., x,] and Q any polynomial. How can one determine
whether Q € I?

To answer this question, first use Buchberger’s algorithm (Theorem 18.25) to complete Py, ..., P
to a Grobner basis P{, ..., P}, of I (with respect to a suitably chosen monomial order <;). Then set

P’ = (P],...,P),) and calculate @Pl =:B. IfB#0,thenQ ¢ I.IfB=0,thenQ € I.
Remark 18.26. If Im,(Q) & Im.(I), then Q & I.
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Solving polynomial systems of equations

Let I = (Py,...,P) C K[xy,...,x,] be an ideal (here we assume that K = K is algebraically
closed). Then by Hilbert’s Nullstellensatz, V(I) = @ if and only if I = K|xy, ..., x,] if and only if
1 € I. So in order to determine whether the system of polynomial equations {P; = --- = P, = 0}
has a solution, we just need to check whether 1 € I. This can be done with the method from above.

Explicitly determining solutions for the system requires some more work:

Elimination

The idea of elimination is that for a system of polynomial equations in # variables, one first tries
to eliminate some of the variables.

Theorem 18.27. Let I C Klxq,...,x,| be an ideal, let <,=<joy with x1 > x3 > ... > X, and let
Py, ..., P be a Grobner basis of 1 with respect to this order. Set F := {Py,..., P} and for | < n let
Il =1N K[lerlr .. .,Xn].

Then F, := FNK[x;41,...,Xn] is a Grébner basis of the ideal I with respect to <j,, on N1 with
X1+1 > ... > Xy

Proof. See [2, Chapter 3, §1, Theorem 2]. O

Example 18.28. Solve the system of equations in C>

P=x*+y+22-1=0
Pi=x*4+y?—z=0
P;:=x—z=0.

Consider I = (P, P», P;) and compute a Grobner basis of [ with respect to <j,, with x > y > z.
The Grébner basis is given by the three polynomials P| = x —z, Py =>4+ 22—z, P} =z +z — 1.
The third elimination ideal is then I3 = (z% + z — 1), which yields two possibilitiesz, , = = —sz\/ﬁ.
The second elimination ideal is I, = (P§,P}). Plugging both values for z into P} = Pj = 0,
we obtain two solutions for y in each case (in total 4 pairs of solutions (y,z), two of them with
imaginary y-values coming from z_). Now I; = (P|, P}, P}) and P| = Pj = P = 0 has reduced to
one equation in one variable. In total one gets 4 different triples of solutions (x,y,z) € C*:

(*/52_1,\/—2+f5, \/52_1),(\@2_1,—\/—2+\/§, */52_1),
(#,i\/2+\/§, *‘/2*1),(*‘/2*1,—1'\/2%@,#).

Interpreted geometrically, this means that the three surfaces defined by P;, P, and P; intersect in
4 different points in C3, and only two of them are real.

Other application of Grobner bases include: computation of radical of an ideal, intersection of
ideals, ideal quotient, Gauss algorithm, ...
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