
 

Subset Selection in Parameter Estimation 

 

Franz Kappel 

Institute for Mathematics and Scientific Computing, University of Graz, 

Heinrichstrasse 36, A 8010 Graz, Austria 

 

Abstract. Increasing demands on accuracy of models describing the dynamics of complex 

systems, in particular in life sciences, require rather comprehensive models with a large 

number of system parameters. In addition, in clinical applications it is often necessary to 

adapt a model to individual patients. These requirements are in contrast to a very limited 

availability of data for model validation and parameter estimation. As a consequence it is 

impossible to identify all parameters of a complex model with sufficient accuracy. Therefore 

we need systematic methods in order to select those parameters which can be identified 

with sufficient accuracy on the basis of available data. In the talk we present some 

approaches to this problem which have been developed in recent years. These approaches 

are based on rank revealing QR-algorithms, minimal asymptotic standard deviations or on 

the selection of subspaces with minimal distance to certain eigenspaces.    

References: 

Banks, H. T., Cintrón-Arias, A., and Kappel, F., Parameter selection methods in inverse 
problem formulation, in “Mathematical model development and validation in physiology: 
application to the cardiovascular and respiratory systems” (J. J. Batzel , M. Bachar, and F. 
Kappel, eds.),  LNM BIOS, Springer-Verlag, submitted. 
 
Burth, M., Verghese, G., and Vélez-Reyes, M., Subset selection for improved parameter 
estimation in on-line identification of a synchronous generator, IEEE Transactions on Power 
Systems 14(1) (1999), 218 – 225.  
 
Fink, M., Attarian, A., Tran, H.T., Subset selection for parameter estimation in an HIV model, 
Proc. Applied Math. and Mechanics 7 (2008), 11212,501 – 11221,502.  
 

 


