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MATHEMATICAL PROGRAMS WITH COMPLEMENTARITY
CONSTRAINTS IN FUNCTION SPACE: C- AND STRONG
STATIONARITY AND A PATH-FOLLOWING ALGORITHM

M. HINTERMULLER AND I. KOPACKA

ABSTRACT. An optimal control problem governed by an elliptic variational
inequality is studied. The feasible set of the problem is relaxed and a path-
following type method is used to regularize the constraint on the state variable.
First order optimality conditions for the relaxed-regularized subproblems are
derived and convergence of stationary points with respect to the relaxation and
regularization parameters is shown. In particular, C- and strong stationarity
as well as variants thereof are studied. The subproblems are solved by using
semismooth Newton methods. The overall algorithmic concept is provided and
its performance is discussed by means of examples, including problems with
bilateral constraints and a nonsymmetric operator.

1. INTRODUCTION

Mathematical programs with equilibrium constraints (MPECs) received a con-
siderable amount of attention in finite dimensional space in the recent past; see,
e.g., the monographs [32, 37] and the many references therein. Concerning problems
posed in function space, however, the topic is significantly less researched. In the lat-
ter context, MPECs typically arise in connection with optimal control problems for
variational inequalities. An account of this problem class together with a state-of-
the art overview of the work in the 80’s can be found in [3]. Since then there has been
a number of research efforts; see, e.g., the work in [4, 5, 6, 7, 9, 17, 23, 27, 29, 31, 34].
We also refer to the recent two-volume monograph [35, 36]. But still, the overall
research level is far less complete when compared to finite dimensions and, as far
as stationarity principles are concerned, significantly less complete and systematic.
Typically only a weak form of stationarity is derived. Further, the literature on nu-
merical solution procedures for function space based problems is extremely scarce.

One of our goals in the present paper is to contribute to systematizing and com-
pleting the notions of stationarity in the function space context. In fact, in finite
dimensions it is well-known that, depending on what MPEC-based constraint qual-
ification or possibly second order condition is satisfied, respectively, different forms
of stationarity arise; see, e.g., [41]. In function space it turns out that, for instance
concepts related to C- and strong stationarity are available as well. Moreover, de-
pending on certain conditions, we also introduce the new concepts of (e-)almost
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C- and (&-)almost strong stationarity, which are specific to the function space con-
text considered here. We also mention that in [28] a non-pointwise counterpart of
M-stationarity was derived for a problem in one spatial dimensional. Secondly we
aim at a constructive proof technique which can be cast into a solution algorithm.
This results in a numerical method which admits a function space based conver-
gence analysis. As a consequence one expects that the discrete counterpart of the
method exhibits some numerical stability under refinements of the discretization of
the infinite dimensional problem.

In order to address some of the analytical as well as numerical difficulties attached
to MPECs in function space we consider the following optimal control problem in
which the state y of the system is defined as the solution of an elliptic variational
inequality (VI). We study

min J(y,u) over y € K,u € U,
subject to (s.t.) (Ay—g(u),v—y)>0 Yve K,

where A denotes a second order linear elliptic partial differential operator and K is
a closed convex cone in some suitable Banach space ). The duality pairing between
Y and its dual )’ is given by (-,-). Further, u denotes the control variable and the
source term g(-) determines the control action. Assuming, e.g., K :={v e Y:v >
0 a.e. in Q} and introducing a slack variable £, the VI can be equivalently written
as the linear complementarity problem

(1.1) Ay—€¢=g(u), y>0ae inQ, (v—y)>0 YveK.

The optimization problem under investigation then becomes a mathematical pro-
gram with complementarity constraints (MPCC) in function space which is a par-
ticular instance of an MPEC. Then, regardless of the dimension of the underlying
space, the last two relations in (1.1) are equivalent to

(1.2) y=0, £20, (y,£=0.

As this system is part of the constraint set of the overall minimization problem,
typically all classical constraint qualifications (such as, for instance, the linear inde-
pendence CQ or the Mangasarian-Fromovitz CQ in finite dimensions) are violated.
Hence, deriving optimality conditions from standard mathematical programming
theory in Banach space is impossible. Furthermore, in our general function space
context, the state constraint y > 0 is critical as it gives rise to a Lagrange multiplier
with low regularity [12]. This fact requires a careful numerical treatment in order
to obtain stability of the solution algorithm under mesh refinements; see, e.g., [26].

In the course of this paper we will address a particular instance of the MPCC
defined above, where no constraints act on the control v and the function g is linear.
In order to overcome the first difficulty mentioned above we relax the constraint
(y,€) = 0 and, hence, enlarge the feasible set. This technique has been used in
[42] for a finite dimensional problem and in [5] in function space. In [42] both
pointwise and integral-type relaxation are used and similar convergence results
for the two approaches are proven. We use a relaxation of the form (y,¢) < a,
a > 0, as the resulting problem is of lower dimension. In fact, in this case the
Lagrange multiplier is only a scalar, as opposed to a function in the case of pointwise
relaxation. We observe that the resulting relaxed problem still contains a pointwise
state constraint. In order to overcome the low multiplier regularity associated with
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such constraints, we use a Moreau-Yosida-based regularization [25, 26] and solve
the resulting subproblems by a semismooth Newton method [24].

The rest of the paper is organized as follows. In section 2 we define the problem
and discuss the relaxation and the regularization approach. In section 3 we inves-
tigate the convergence behavior of global solutions with respect to the relaxation
and regularization parameters. In section 4 we derive first order optimality sys-
tems and investigate the convergence behavior of stationary points as this reflects
the typical situation in numerical practice. In section 5 we define and analyze the
semismooth Newton method and discuss the overall solution algorithm. In section
6 we illustrate the results via numerical examples.

2. PROBLEM FORMULATION

Let © be an open, bounded subset of R™, n < 3, with a smooth boundary 0.
Throughout this paper we denote by (+,-) and || - || the scalar product and norm in
L?(Q) and by (-,-) the duality pairing between H~1(Q) and HE(Q). We consider
the bilinear form a(, ) defined on H}(Q) x H(Q) by

a(v,w) = Z /aij%%dx—i—z:/bi%wdx + /cvwdx Yo, w € H (),
i.=1"q s i=1g ' Q

where a;;, b; and ¢ belong to L>°(Q2). Moreover we suppose that a;; € C%1(Q) and
¢ > 0. We further assume that a(-,-) is bounded, i.e.,

(H1) 3Cy > 0 such that |a(v,w)| < Collvl| g llw|m  Yo,w e H;(9Q),
and coercive, i.e.,
(H2) 3C, > 0 such that a(v,v) > C’C||v||§{3 Vv € H} ().

Due to (H1) and (H2) the bilinear form a(-,-) defines a norm. We further define
the associated operator A : H} () — H~1(Q) by

(Av,w) = a(v,w) Yv,w € Hg(Q)
and the cone K by

K={ve Hj(Q):v>0ae. in Q}.
The state variable y € H}(Q) is determined by the control u € L?*(2) via the
solution of the variational inequality

(21) yGK, a(y,v—y)Z(f-i-u,v—y) VUGK’

where f € L%(Q) is a fixed data term. This variational problem has a unique solu-
tion; see, for instance, [16, 30]. Introducing the slack variable £, we can reformulate
the variational inequality equivalently as the complementarity system

Ay=¢+utf,y>0ae inQ >0, (y,6)=0.

A priori, £ is an element of the dual space H ~1(€2) and £ > 0 has to be interpreted as
(€,v) > 0 for all v € K. If the domain € is sufficiently smooth and if u+ f € L?(Q),
then according to [16, 30] the solution y of the variational inequality is an element
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of H2(Q) N H}(Q) =: X. Therefore £ € L?(Q2) and £ > 0 a.e. in . We now define
the optimal control problem (P)

. 1 v
min J(y, u) := §||y - yd||2 + §||uH2 over y € H(}(Q),u,f S LZ(Q),

(2.2a) subject to (s.t.) Ay =u+&+ f in HH(Q),
(2.2b) y>0 ae. in Q,

(2.2¢) £€>0 ae. in Q,

(2.2d) (y,€) =0.

Here ys € L*(Q) denotes the desired state and v > 0 is the cost of the control.
We call (2.2a) the state equation and (2.2b)-(2.2d) the complementarity system
with respect to y and . Problem (2.2) defines a mathematical program with
complementarity constraints (MPCC) in function space. Existence of a solution of
(P) was proven in [34].

Remark 2.1. Note that (2.1) defines the obstacle problem for the trivial obstacle
1 = 0. The MPCC (2.2) can easily be modified to suit a sufficiently smooth obstacle
¥ with ¢|sq < 0 by considering the transformation § = y — ¢ and modifying f and
yq accordingly.

In order to set up an algorithmic approach which admits an analysis in function
space we consider a series of relaxed and regularized problems approximating the
original MPCC. To ensure the existence of Lagrange multipliers we inflate the
feasible domain by replacing the constraint (2.2d) with the inequality (y,¢) < a,
where o > 0 is called the relazation parameter (see, e.g., [5, 42]). Bergounioux
shows by means of a counterexample, that by simply relaxing equation (2.2d), the
boundedness of ¢ in L2(2) is no longer given. Therefore, to guarantee the existence
of a solution, an additional constraint of the type ||£]| < R with some sufficiently
large fixed constant R is introduced. Using a pointwise relaxation, instead of the
integral-type approach, would, in Bergounioux’s example, solve the problem of
existence of a solution, without having to "force” the quantity ¢ to be bounded.
Nevertheless the problematic nature remains and other examples can be found for
which the relaxed problem has no optimal solution. Instead of invoking the explicit
constraint ||¢]| < R, we rather add a term containing the L?-norm of ¢ to the cost
functional, where the corresponding weight parameter x > 0 tends to zero as «
tends to zero. This term not only ensures the existence of a solution for positive k,
but also, as we will show in section 5, the term is beneficial to the function space
convergence analysis of our solution method. The resulting problem (P,) has the
following structure:

min J(y,u) + || over y € X,u,€ € L*(Q),

(2.3a) st. Ay=u+&+f in L*(Q),
(2.3b) y>0 ae. in Q,

(2.3c) £€>0 ae. in Q,

(2.3d) (1.6 <

Note that in (2.3) the space for the state variable y € X was chosen. Due to
the nature of the constraint (2.3b) standard constraint qualifications (e.g., [44])
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do not hold for y € HE(). This mirrors the fact that the relaxed problem (P,)
belongs to the problem class of state-constrained optimal control problems, a class
which typically features low multiplier regularity; see, e.g., [12]. Since y € H?(Q),
which continuously embeds into C(Q) for n < 3, the multiplier corresponding to
the pointwise constraint y > 0 is an element of the space of regular Borel-measures.
To regularize the problem, we use a Moreau-Yosida based regularization (e.g. [25])
with a regularization parameter v > 0. This allows us to achieve higher regularity
for the multiplier associated to the state constraint (2.2b). In fact, we will show
that it is an element of the dual space H~*(£2). The relaxed-regularized problem
(Pa,~) is defined by

.= K 1 -
min J, (y,u, §) == J(y,u) + §H£II2 + 5” max(0, A — yy)|?

over y € Hy(2),u, & € L*(Q),

(2.4a) st. Ay=u-+&+f in H (),
(2.4b) £>0 ae. in Q,
(2.4¢) ,6) < e,

where (v,a,k) > 0 and A € LP(Q2) with p > 2, A > 0 a.e. in Q. Above the
max-operation is understood in the pointwise almost everywhere sense.

3. GLOBAL SOLUTIONS

In this section we prove existence of global solutions of the relaxed-regularized
problem and discuss convergence of these solutions with respect to the relaxation
and regularization parameters. Below we frequently operate on subsequences, which
we will, for the sake of readability, not denote specifically.

Theorem 3.1. For each triple (7, a, k) > 0 the relaved-reqularized problem (2.4)
admits at least one globally optimal solution.

Proof. First note that the feasible set
D= {(y,u, &) € H}(Q) x L*(Q) x L*(Q) : (y, u, ) satisfies (2.4a)-(2.4c)}
of (P ~) is nonempty, as the point (7, @, 5) :=(0,—f,0) € D. Now let {(yn, un,&n)} C
D be a minimizing sequence, such that
Lim T, (yn, wn, €a) = { T, (y, 0, €) < (y,u,€) € D} :=d > 0.

Since L?() is a reflexive, separable Banach space, every bounded sequence in L?(2)

has a weakly convergent subsequence. As {J,(yn,Un,&n)} is bounded, {u,} and
{¢,} are bounded in the L?(Q)-norm. Therefore there exist (a4, &) € L?(Q) x L?(Q)
and a subsequence (also denoted by {(yn, un,&,)}) such that

up, =@ and &, =& in L*(Q).
Using equation (2.4a) and (H2) we infer
CellynllFry < (Ayn,yn) < (lunllz— + 1€all-1 + 1 =) lynll my -

Since {u,}, {£,} and f are bounded in H~*(Q) due to the continuous embedding
of L2(2) in H=1(Q), {lynllz2 } is bounded and, by the reflexivity and separability
of H} (), there exists § € H}(Q) and a further subsequence such that vy, — ¢ in
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H3 (). We next show that the limit point (7,4, €) is feasible. From the compact
embedding of H}(Q) in L?(Q) we infer

o> (ynagn) - (gvg)’

consequently (7, @, &) satisfies (2.4c). As each element of the minimizing sequence
satisfies the state equation (2.4a), taking the limit n — oo yields

Aj=a+&+f in H(Q).
Further, £ satisfies (2.4b) due to the fact that the set
De:={¢€L*(Q):£>0ae}

is closed and convex and hence weakly closed (see, e.g., [10], p.38) and &, € D for

all n € N. The weak convergence of {(yn,un,&s)}, the feasibility of (y,u,£) and
the lower semi-continuity of J, give

d= hminfj’y(ymunagn) > j"/(gaﬂz ) > d.

Therefore (7,4, &) is an optimal solution of (Pq,). O

Next we are interested in the convergence behavior of optimal solutions with
respect to the regularization and relaxation parameters. For each v > 0, let o,
and K, > 0 satisfy @y — 0, K, — 0 as v — oco. We now show that the global
solutions of the relaxed-regularized problems (2.4) converge to a global solution of
the original problem (2.2).

Theorem 3.2. For every v > 0 let (yy,u,, &) € HY(Q) x L2(2) x L?(2) be a
solution of (Pq., ). Then there exists (§, U, €) € Xx L*(Q)x L*(Q) such that y, — §
in HY(Q), uy — @ in L*(Q) and &, — € in H-Y(Q) as v — oo, where (§,,€) is
a solution of (P). Furthermore %Hmax((),} —vyy)|I? = 0 and F|& |2 — 0 as
v — 0.

Proof. Again we argue by using the feasible point (0, —f,0) for all v. For each
v > 1 we estimate

- - 1 v 1 <
Iy Yy uy, &) < J4(0,—f,0) < §||de2 + §||f||2 +5l max (0, A) .

(From this it follows that the sequences {y,}, {u,} and {\/%7 max(0, A — 'yyv)} are

uniformly bounded in L?(Q) as v — oo. Furthermore, due (H2), (2.4a) and (2.4c),
we obtain

Cellyr 152 < (Ayy ) = (uy + f + &, 0) < Ny + Flla—1 Iy llmz + r-

Thus there exist § € H3(Q), @ € L*(Q) and a subsequence (again denoted by
{(yy,u,)}), such that y, converges to § weakly in H}(£2) and u, converges to @

weakly in L?(Q) and strongly in H~1(Q) due to the compact embedding of L?(2)
in H=1(Q). As {% max(0, A — 'yyw)} is bounded in L?(£2) we obtain

A
I max(0, = = yr)

Since y., converges strongly in L2(Q), without loss of generality we may assume
that y, converges to 7 a.e. in ). Taking the limit v — oo and applying Fatou’s
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lemma (see, e.g., [2]), we conclude that || max(0, —%)|| = 0 and consequently § > 0
a.e. in Q.

The triple (y,u,,&,) satisfies the state equation (2.4a). Due to (H1) and the
boundedness of {(y,,u,)} in Hg(Q) x L*(Q) the sequence {&,} is bounded in
H~'(€). Hence there exists £ € H~'(Q) such that (on a further subsequence
denoted the same) &, — € in H~'(Q) and

Aj=a+E+f in H(Q).
Note that £, > 0 a.e. in 2. We therefore obtain
(3.1) (€,v) = lim (&,,v) >0 for all v € HY(Q), v >0 a.e. in Q.
y—o0

Next we estimate
0 < Cellyy = llE1 () < (Alyy = 9)s9y = 9) = (uy =@+ & =&y — )
< {uy =gy — ) + 0y — (6,9) — (€95) + (6,8)-
Due to the strong convergence of u., in H~*(£2) and the weak convergence of (y., &)
in {{& (2) x H=1(Q), the expression on the right hand side of (3.2) converges to

—(&,9), which is nonpositive due to (3.1). Therefore y., converges strongly in Hg (€2).
Furthermore we find

(3.2)

0< (€9 = 7320<§7’y7> < Wli_)ngoay =0

and
0< & —Ela— < AWy =Dl + lluy =l g
< Al g -l — Gl + lluy — @l -2 — 0.

Hence &, converges strongly in H ! (2). Consequently (g, @, 5) solves the variational
inequality (2.1) which implies § € X (see section 2) and further & € L?(Q).

Now let (y*,u*, &%) € Hg () x L2(2) x L2(£2) be an optimal solution of (P). Note
that (y*,u*,&*) is feasible for the relaxed-regularized problem (P, ) and (7,4, &)
is feasible for the original problem (P). We therefore conclude

J(y*,u) < J(g,0),
j’Y(y'yvu'yag’Y) S j’Y(y*a'LL*ag*) V’Y > 0.

Using the lower semi-continuity of J, the definition of J:, and the non-negativity of
y* it follows that

J(§,@) < liminfJ(y,, uy) < liminfJ, (y,, u,, &)
Y00 Y00
< limsupJ, (Y-, Uy, &) < limsupJ, (y*, u*, €) = J(y*, u*)
y—o0 =00
< J(g, ).

Therefore lim J, (y,, u,, &) = J(§,@) = J(y*,u*) and (§,4,&) is optimal for (P).
y—00

From the convergence of the objective function values, due to the strong convergence
of y, in L*(Q) we deduce that

1 - - K
gll max(0,A =y, =0 A Ju, [P = [a* A 77||§w||2 — 0.
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As weak convergence together with norm-convergence in Hilbert spaces imply strong

convergence (see, e.g., [2], p. 250), this yields the strong convergence u, — @ in
L2(Q). O

4. STATIONARY POINTS

In the previous section, our analysis required global solutions of the relaxed-
regularized problems. However, finding globally optimal solutions (in particular by
means of numerical algorithms) is difficult in practice. Often, one rather has to rely
on stationary points, i.e., points satisfying first order optimality conditions, or on
local solutions. Concerning stationarity, for finite dimensional MPECs there exists
a hierarchy of concepts; see, e.g., [41, 42, 43]. In our present context, the notions of
C- and strong stationarity are of particular interest. In fact, based on stationarity
for the relaxed-regularized problems (the corresponding conditions can be derived
from classical results of mathematical programming theory in Banach spaces) we
investigate the behavior of accumulation points of sequences of such stationary
points. Depending on very mild assumptions we show that accumulation points
are e-almost C-stationary for the original MPCC (P). We also provide conditions
for the stronger stationarity concepts. See Definitions 4.2 and 4.3 for detailed
descriptions of these new concepts.

4.1. Optimality Systems. We commence this section by defining suitable station-
arity concepts for the original problem (P). Our denotations parallel concepts in
finite dimensions; see [41]. For the sake of brevity we set Q1 := {x € Q : y(x) > 0}.

Definition 4.1. (i) The point (y,u,&) € HH(Q)x L2(Q) x L*(Q) is called a C-
stationary point for problem (2.2), if there exist p € HL(Q) and X € H=1(Q)
such that the following system of equations is satisfied.

(4.1a) y— A+ Ap =y,
(4.1b) vu—p =0,
(4.1c) Ay —u—&=J,
(4.1d) E>0ae,y>0ae, (y,§) =0,
(4.1¢) (A,p) <0,
(4.1f) p=0 a.e. in{{> 0}

Furthermore we impose
(4.2) (N p) =0V € H ), ¢ =0 a.e inQ\QT.

(ii) The point (y,u,&) is called strongly stationary, if (4.1) is satisfied and
additionally p and A have the following sign properties:

(4.3a) p <0 a.e. in B,
(4.3b) (N, @) >0Vp e Hy(Q), >0 ae inB,d=0 ae inQ\(Q"UDB),
where B = {y = 0} N{{ = 0} denotes the biactive set.

In [34], Mignot and Puel show that every global solution of (P) satisfies a first
order system which is equivalent to the one characterizing strong stationarity. We
mention here that the arguments of [34] remain true in the case of local solutions.
Their proof technique, however, requires the knowledge of a global (local) solution



PATH-FOLLOWING FOR MPCC 9

beforehand and is therefore difficult to realize in solution algorithms. Our sub-
sequent proof technique, on the other hand, does not need knowledge of a global
or local solution in advance. Moreover it allows to design a corresponding solution
algorithm as it only relies on stationary points (which need not be global or local so-
lutions). Without further assumptions, however, only a weaker form of stationarity
can be guaranteed.

Note that the finite dimensional analogue of (4.2) is ”A = 0 in Q7. In function
space, however, A € H~1(2) does not admit a pointwise interpretation. The finite
dimensional condition therefore has no unique infinite dimensional counterpart. We
introduce weaker forms of the stationarity concepts of Definition 4.1 reflecting this
ambiguity.

Definition 4.2. (i) The point (y,u,&) € HE(Q) x L2(2) x L?(Q) is called e-

almost C-stationary, if there exist p € H}(Q) and X € H=Y(Q) such that
(4.1) is satisfied and further

(a) (Ay) =0,
(b) for every e > 0 there exists E. C Q1 with meas(Q™ \ E.) < & such
that
(4.4) (A ¢) =0V¢ € Hj(Q), =0 a.c. inQ\ E..

(ii) The point (y,u,§) is called e-almost strongly stationary if it satisfies (4.1)
together with

(4.5a) p <0 a.e. in B,

(4.5b) (A y) =0,

(4.5¢) (N @) >0Vp € HY(Q), ¢ >0 ae inB,¢=0 ae inQ\ (E.UDB),
where the sets E. are defined as in (ib).

We furthermore define a notion lying between e-stationarity and the concepts
defined in Definition 4.1.

Definition 4.3. (i) The point (y,u,§) is called almost C-stationary if equa-
tions (4.1), together with

6 (\y) =0,
(46) N, @) =0V € Hy(Q), =0 a.e. inQ\ Q" plor € Hy(QF)

are satisfied.
(ii) The point (y,u,&) is called almost strongly-stationary if (4.1) holds true
and furthermore

(4.7a) p <0 a.e. in B,

(4.70)  (\y) =0,

(4.7¢) (N, ¢) >0V¢ € H)(Q), ¢ >0 a.e. in B,¢p =0 a.e. inQ\ (2" UB),
max(0, —¢)|q+ € Hy(QF).

Remark 4.4. If QT is a Lipschitz domain, the concepts of Definitions 4.1 and 4.3

coincide; see, e.g., [22]. Furthermore note that while in finite dimensions all three

concepts are equivalent, in function space there exists a hierarchy as illustrated
below:
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strong-stat. = alm. strong-stat. = c-alm. strong-stat.

I I U

C-stat. = alm. C-stat. = e-alm. C-stat.

As, due to [34], each global or local solution of (P) is strongly stationary, these
optimal points therefore automatically satisfy all weaker notions of stationarity
defined in this section.

Next we turn towards the relaxed-regularized problem. Using results due to
Zowe and Kurcyusz [44] we are able to formulate necessary optimality conditions
for (Pa.~).

Corollary 4.5. Let (y,u,&) € HE(2) x L*(Q) x L?(Q) be an optimal solution of
(Pay). Then there exist Lagrange multipliers (p,r, ) € H}(Q) x R x L3(Q) that
satisfy the following system of equations:

(4.8a) y — max(0, A — vy) + A*p + ré = ya,
(4.8b) vu—p=0,
(4.8¢) KE—p+ry—p=0,
(4.8d) §>0ae,pu>0ae, (&p =0,
(4.8¢) (,6) <, 7>0,7((y,€) —a) =0,
(4.8f) Ay—u—¢=f.

The proof of this corollary can be found in the Appendix. Note that p € HE(Q)
and therefore u € Hg(£2) due to (4.8b).

4.2. e-almost C-stationarity. For each v > 0 we define v, > 0 and -, > 0 such
that

(4.9) (0‘77"?7) = (0,0) A maX{(avﬁ)_l,/ﬁﬁ} <C

with C' > 0 independent of . We further assume that the stationary points of
the relaxed-regularized problems stay inside some uniformly bounded set. Based
on these assumptions we show that limit-points of such a sequence of stationary
points for the relaxed-regularized problems are e-almost C-stationary for the orig-
inal problem (P). Further, we provide conditions for the limit-points to comply
with the stronger stationarity concepts.

Theorem 4.6. For each v > 0 let o, > 0, ky > 0 be given such that (4.9)
holds true. Further let (y,u,&y) € HE(2) x L2(2) x L?(Y) and (py, 7+, y) €
HY(Q) x R x L2(Q2) satisfy the optimality system (4.8) of the relazed-reqularized
problem (Pq. ).

If {(u~y, &)} is uniformly bounded in L?(2) x L*(Q), then there exists a point
(7,1,€) € X x HY(Q) x L*(Q), which is e-almost C-stationary for (P), and corre-
sponding multipliers (p, \) in HY(Q) x H=Y(Q), such that on a suitable subsequence
(denoted the same) y, — § in H}(Q), uy — @ in HJ(Q), & — £inL3(Q), py = p
in H3(Q) and (max(0, X — vy,) — 7,&,) — X in H-1(Q).

Remark 4.7. Note that (7,1) € X x H}(Q). This a posteriori regularity gain is due
to (2.1) and (4.1b).
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Further note that in Theorem 4.6 the boundedness of &, in L?() is required,
whereas in Theorem 3.2 we obtain convergence (only) in H~1(Q2) for global solu-
tions. One possible way to circumvent this is the addition of the term [|&, — &||?
to the cost functional of the relaxed-regularized problem, where £ € L2(R2) is the
solution of the original problem; see, e.g., [5, 7, 34]. This latter technique, however,
requires knowledge of the solution {;: , which appears to be impractical with respect
to designing numerical solution algorithms.

For the proof of Theorem 4.6 we will need some auxiliary results. For this
purpose we subsequently assume that the prerequisites of Theorem 4.6 hold true.
For each v > 0 we define the sets
(4.10) -

N, ={xeQ:y,(x) <0}, P, :=Q\ N, A, :=={x € Q:\x)—vy,(x) >0}
and introduce the notation A, := max(0, A — vy ).

Lemma 4.8. Let {y,} be a bounded sequence in L*(Q) such that {|(Ay,y,)|} is

bounded. Then the following assertions hold:
(i) There exists C > 0 independent of v such that vy [ y?y < C for allv> 0.

Ny

(ii) limsup (Ay,yy) < 0.

Yy—00

Proof. The parameter ) is pointwise non-negative. Hence, we have 0 < Ay < A
in P, and A\, = =\ - vy, in N,. By assumption there exists C >0 SU.Ch that
\()\,y, Yy)| < C for all v > 0. Therefore

—ég(Aw,yy)g/ny—v/y%/h/w=/wa—v/y3-
N, N, P, Q N,

Consequently,

(4.11) y / y2 < C+(py) < C+ Mgy -
N’Y

As {y,} is bounded in L?(€2), (i) is established. We further estimate
- 1 -
(Y, A /Ayw /y3 / Ay < 5 / A =0,
Ay {A>yy,>0} {XA>yy,>0}

which completes the proof. ([l
Now we are ready to prove the main theorem of this section.

Proof of Theorem 4.6. Using the same arguments as in the proofs of Theorems
3.1 and 3.2 we obtain the boundedness of {y,} in H}(Q2) and the existence of
(9,1,€) € HE(Q)x L*(Q) x L?(£2) and a subsequence {(y-, u-, &)} such that y, —
in H}(Q) and (u,, &) — (@,€) in L2(2) x L*(Q). Further we find that (g,a,¢)
satisfies (4.1c), i.e

(4.12) Aj=a+E+f in HY(Q),

and that

(4.13) £>0ae. inQ A (5,6 <0
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holds. Multiplication of (4.8c) by &, yields:

Rv”f'y”z - (p'yyf'y) + T’y(y’yag’y) - (.u'y,é'y) =0.

Using the complementarity conditions (4.8d) and (4.8e) and the optimality condi-
tion (4.8b) we estimate

(4.14) 0y = (py, &) = K617 < vl llllgy | — ma 165 117
Therefore, {rya,} is bounded.

Next we show that {%Av} is bounded in L?(Q). In the case of global solutions
the existence of a feasible point is sufficient to guarantee this result. Unfortunately
we cannot use the optimality of the cost functional under our present assumptions.
Rather we multiply (4.8a) by y, and use (4.8f) to find

(Aysyy) = Hy'y||2 + (A"py, yy) +19(&y, yy) — (Ya, yy)
= [ly,)1* + Py uy + &+ f) + 7585, 7)) — (Ya, Yy )-
Using equation (4.8e) we infer
(415) 1Oy < P+ oyl Ul [ 1185 1T+ LI+ g0y + llyalllly |-

As {u,} and hence {pv} due to (4.8b) are bounded in L?(f2), (4.15) yields the
boundedness of {|(\,,y,)|}. We further estimate

wan? /AQ /Am /A2—2/Ayv+v/y7

Lemma 4.8 (i) then yields the boundedness of {\%)\7} in L2(Q). Similar to the

proof of Theorem 3.2 we obtain

(4.16) ij>0.
The non-negativity of § together with (4.13) yields
(4.17) (§.6) =0.

Hence, (7, 4, 5) satisfies (4.1d). This, together with (4.12), implies § € X = H?(Q)N
H{(9); see section 2. Next we show the boundedness of {p, } in H{ (). Using (H2)
equations (4.8a), (4.8c), as well as the non-negativity of A, and ., we find

CCHPWH%Q} < (A'py,py) = (Ay = 758y, 0y) + (Ya: Py) = (Y5 P4)
= (Ay = &y &y + oYy — tiy) + (Ya, 0y) = (Y, Py)
< Ky (Ays &) + 19 (Aq 4y) + (yall + lly 1) [l |
= “’7(/_\ ), — “77(%»5'¥>{X>w720} — Ky Y (Yys &4 N,
+ rv(j‘v yV){/_\>7y720} + 7“7(5‘7 Yy )Ny, = Ty Y (Yys Yy ),
+ (lyall + w5 1) 124 |
< “'y”)‘”HEVH = by VY (VY- &), + ~ (A, 5‘){5\>'yyw>0}

+ (lyall + Ny D) oy 1y -
Recall that {[|\/7y+llz2(~,)} is bounded due to Lemma 4.8, {x,,/7} and {%} =
{T(;’j;”} are bounded due to (4.9) and (4.14). Hence {p, } is bounded in H}(f2) and
by (4.8a) {\y — &, } is bounded in H~*(Q2). Therefore there exist p € Hg () and
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Ne H ~1(Q) and a subsequence (again denoted by the index ) such that p, — p in
H(Q) and (A, — 1,&,) — X in H~}(Q). Equation (4.8b) immediately yields weak
convergence of u, to @ in H}(£2) and, together with (4.8a), we find
(4.18) G—A+Ap=yq in H(Q),
(4.19) Vi —p =0,
ie., (4.1a) and (4.1b) are satisfied.

We next show that (p,&) = 0. From (4.14) it follows that

(4.20) »,¢) = lim rya, > 0.
y—00

If {r,} is bounded, then the assertion is evident. Let us now assume that r, — oo.
Using the adjoint equation (4.8a) we deduce that

(4.21) (prs) =

Ty

1

((pwyd) = (Pysyy) — <pw~’4*pv>) + r(pw)‘”/)

The first term of the sum on the right hand side of (4.21) tends to zero, as {p,}
and {y,} are bounded in H}(f2) and r.,, — co. Using (4.8¢c) we find that

1

(4.22) -

1 K K
7(17% Ay) = (Yys Ay) + 77(5%)‘7) iy, Ay) < (Y, Ay) + 77(5“/’ Ay)-
y y ¥

The first term on the right hand side of (4.22) is bounded from above by Lemma 4.8
(ii). The second term can be estimated as follows:

K K S
Ogi(fv,)‘v)zi /Ag'y_')//y'yf'y
pr T,y
A, A,
(4.23) 1

IN

— | £y (N &) = “WV/yva

7’7 4
1 _
< — (w0 &) + IVAB v /16 )
v

Due to the boundedness of {||\/7y,|lz2(n,)} (c.f. Lemma 4.8) and {x,,/7} (c.f.
(4.9)), the expression tends to zero. Inserting (4.22) and (4.23) into (4.21), we find
that (p,&) = lim (p,,&,) < 0. Therefore, by (4.20) it follows that

Y— o0

(4.24) (P& =0 A ryay —0asy— oo
Note that due to (4.9), (4.24) and Lemma 4.8 we find that
(4'25) —Ty (§'77 maX(O, _y'y)) = TyOy (av\ﬁ)_l(g'ya \ﬁy'y)LZ(N.Y) — 0.

Consequently this, together with (4.8e) and (4.24), implies
(4.26) A/li_{gorv(gw yy) = A/li_‘rrgom (& 95) =0,

where y¥ := max(0,y,) and y; := max(0, —y,). Now let w C Q be an arbitrary
subset. Then (4.8c) yields

(Py: &y)w = Hv”waQH(w) + 7y (Y &) = (y &5
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where (-, -),, denotes the inner product in L?(w). Due to the boundedness of {¢,}
in L?(w), (4.26) and (4.8d) we find that the right hand side of the above equation
tends to zero, as v — oo. Hence

(4.27) (5, =0VwC Q.

If we choose w = {p > 0} and w = {p < 0}, respectively, in (4.27), we find that
(pT,€) = (p~,&) = 0 and therefore

p=0ae. in {> 0},

i.e., (4.1f) holds. )
We next prove that (A, 5) = 0. Using (4.24) and (4.8e), it follows from Lemma 4.8
(ii) that

(4.28) <5‘, g) = ,yh_{rolo(()‘“/a Yy) = (&5 yv)) = ,yh_{go()\'yv Yy) < 0.

On the other hand, as y, — § in Hj(Q) also y — g7 in Hj(Q). For the proof of
this property see Appendix B. Due to (4.16) and (4.26) we then find that

A g) = A1) = Tim (O, p7) = 14(&97)) = Tim (A7) 2 0.
Hence, from (4.28) it follows that
(4.29) A7) =0.
As a direct consequence we obtain

(4.30) Y(Yrys Yy L2 A,y — 0,
as, due to the definition of A, (see (4.10)) and (4.29), we can estimate

0< }/erlo')’(y'vvy'v)Lz(Aw) = WILH;O ((S‘vy'v)Lz(Aw) - ()‘wyv))
< lim (7_1(5\,5\)L2(A7) — ()‘wyv)) =0.

< Hm
Next we show that (A, —7,&,) — 0 point-wise a.e. in QF = {§ > 0}. We begin
by examining A, = fymax(O,% — yy). We know that (on a subsequence) y, — ¥

point-wise a.e. in 2. Hence for almost every x € Q1 the quantity (% —yy)(x) <0
for v sufficiently large. Therefore

(4.31) A, — 0 point-wise a.e. in Q7.
Due to (4.26) we find that
Jim 7§yl = 0.

Therefore there exists a further subsequence (without loss of generality denoted the
same) such that r,&,y, — 0 point-wise a.e. in QF. As y, converges point-wise on
that subset to a strictly positive value, we can deduce that

(4.32) r,&, — 0 point-wise a.e. in QF.
Combining (4.31) with (4.32) we find that
(4.33) (Ay —7,&,) — 0 point-wise a.e. in Q7.

Due to Egorov’s Theorem (see, e.g., [2]) the quantity (A, —7,&,)|q+ then converges
uniformly with respect to the underlying measure to zero, i.e., for every € > 0 there
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exists a subset E. C QT with meas(Q" \ E.) < ¢, such that (A, — r,&,) — 0
uniformly in E.. For every & > 0 this yields

<5\7<P> = lim< _r'yfw = hm/ _r"/g’Y Y= hm/ TV§7 =0

y—00

for all ¢ € H}(Q) with ¢ = 0 a.e. in Q\ E.. This implies (ib) in Definition 4.2
In order to prove e-almost C-stationarity of the limit point (g, a,£) it remains
to show that (\,p) < 0. Using equation (4.8c) we see that

(Py: &) = Kw”g’y”Q + 7y Yy, &) — (1y, &) = Kw”g’y”Q + ryay = 0.
Utilizing (4.8¢) again, we find
(Ay = 19&5:07) < (M) = (A, Py)A, — V(Yrys Py)A,
= (A, Py)a, — 7 (”v(ngv)/\w + 7y (Yy, Yy)a, — (ywﬂv)l\w)
(A, Py, = Yy (Yys Ey)a, + (5\>N’y)A7
( )A7 - 7“7(9’7757)A + ’f'y(;‘ ffy)A - (XIH)A7 + T’y(j\yyv)A«,
Koy (Yy: &), + iy (A, &y, + (>\ /\)

IN

\ /\

The first term on the right hand side above tends to zero by (4.9) and (4.30), the
second term vanishes because {¢,} is bounded and the last term tends to zero due
0 (4.9) and (4.24). Therefore

limsup(Ay — r,&y, py) < 0.

Y00
For the H{(Q)-weakly convergent sequence D~y — P we obtain
(A*p,p) < hmlnf(.A Drys Dry)s
as the bilinear form a(-,-) defines a norm on Hg(£2). Using the strong convergence

of y, in H} () and the adjoint equations of both the relaxed-regularized problem
and the original MPCC, (4.8a) and (4.18), we find

AB) = (5 = ya B) + (A"B, B) < liminf (9 — . pa) + (A", 1)
= liminf(\, — r &y, py) <0,
y—00
which completes the proof. O

Note that our e-almost C-stationarity result relies on rather mild assumptions
concerning the convergence behavior of the sequences {a,} and {x,}. For the
stronger concepts, however, we have to impose further conditions. We conclude
this section by discussing some of these conditions.

4.3. From e-almost- to almost- and C-stationarity.
Lemma 4.9. Let the assumptions of Theorem 4.6 hold true. If
(4.34) (Ay,9) — 0 or equivalently r(&,9) — 0 asy — o0

then (g,a,é) is almost C-stationary for (P). If furthermore Q% is a Lipschitz
domain, then (§,u,£) is C-stationary.
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Proof. The equivalence in (4.34) follows from (4.29). Now let w C Q* be a compact
subset. As § € H?(Q) N HI(Q) and H?(Q) embeds into C(£2) for n < 3, we find
that there exists € > 0, such that

Y > €in w.
The non-negativity of A,, together with (4.34) then yields
1 .1 -
0< ||)"Y||L1(w) < E/)Wy < E/)Wy — 0.
w Q

Analogously we find that .||, || 1 () — 0. Asw was chosen arbitrarily, we conclude
that for every ¢ € C2°(Q), with ¢ being the trivial extension of ¢ to €2,

|<5\1 ¢A’>| = |Whjgo(/\'y —77&y, 92’)|

< max |q5(x)|yli_}n(r)1o (

|>\’Y||L1(Supp¢7) + TvavHLl(supm)) = 0.

x€Q+
The density of C2°(Q1) in H}(QT) then implies (4.6). If QT is a Lipschitz-domain
then (g, 4, &) is C-stationary; see Remark 4.4. (I

Remark 4.10. Note that (4.34) is satisfied if {r,} is bounded. The boundedness of
{ry} could numerically be verified for a variety of test problems, including degen-
erate problems, and ones that violated strict complementarity.

An alternative sufficient condition for (4.34) can be formulated using the con-
vergence speed of the state variable y.,. In particular, if

(4.35) lyy — 7l = O(y~1/?),
we find that, due to (4.9) and (4.24),
|Tv(§vaﬁg)| < T'y(gvayv) =+ rv(f'yv ‘g - y'y|) < r'y(f'wy'y) + 0777_1/2”€v” — 0,

where C' > 0 is independent of v. Condition (4.35) was also verified for our test
problems; see figure 6.1.

Next we focus on strong stationarity. The conditions we consider essentially deal
with the behavior of the quantities r,y, and r,&, on the biactive set

B={j=0}n{¢=0}
4.4. From C- to strong stationarity.
Lemma 4.11. Let the assumptions of Theorem 4.6 be satisfied. Furthermore let
(4.36a) (Y, v) 5 — 0 Yo € L2(1),
(4.36b) (&, 0)Bua+r — 0 V¢ € Hy(Q).

Then (4,1, &) is e-almost strongly stationary. Furthermore if (§,1,€) is almost C-
stationary or C-stationary, then (4.36) implies almost strong stationarity or strong
stationarity, respectively.

Proof. Let v € L*(2), v > 0 in B. Then due to the non-negativity of u., we find
that

(p,v)B = Wli_{go("iwgv 7Yy — fiy,V)B < vli_{rolo(“vgv + 74y, v) =0.

As v was chosen arbitrarily this proves the sign condition for p.
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For the condition on A we give the proof for the case of an e-almost C-stationary
point. The proofs for almost C-stationarity and C-stationarity are similar. Let
€ > 0 be given. As (Q,ﬁ,g) is e-almost C-stationary there exists a set E. as in
Definition 4.2. Now let ¢ € H{ () be given as in (4.5¢). Note that ¢~ € HJ ()
vanishes a.e. outside of F.. Hence
<)‘7¢> = 'yli»n,olo (()‘“/7 ¢+) - T’Y(é-’ya ¢+)) - <>‘7 ¢_> = ,Yli_)ngo()‘“H ¢+) Z 0.

O

Note that the assumptions of Lemma 4.11 are again satisfied in the case of a
bounded sequence {r,}.

Remark 4.12. Condition (4.36b) seems rather restrictive. But in fact we have
already established that for every e > 0 there exists E. C Q1 with meas(QT\ E.) <
e such that 7,&, converges to zero uniformly on E.. Therefore condition (4.36b)
can be weakened to

(4.37) (&, @) — 0V € Hy(Q)
in the case of e-almost C-stationarity, and to
(4.38) (&, ) Buan\B.) — 0 Vo € Hy(Q)

for some £ > 0 in the case of almost C-stationarity and C-stationarity.

We will now give an alternative condition for the satisfaction of the sign property
of p in the biactive set (replacing (4.36a)). For this purpose we define the sets

YV, ={x€Q:y,(x)<a,}, Y ={xe€:jx) =0}

Using (4.8¢), (4.8d) and (4.24) we find that
0 < (Pys Xy, 23) = Ky (&9 Xy, 2F) + 74 (U, X, 03) = (11, Xy, 97)
< F“"Y(g'vaprnyr) + TWO"YHXYWpftHLl(Q) — 0,
i.e.,
(4.39) lim [ max(0,p,)? =0,
=00
Y’Y

where xy, denotes the characteristic function of the set Y. As p = 0 a.e. in
{€ > 0}, we find that due to (4.39) the sign condition for  in the biactive set in

(4.3) is in fact equivalent to

(4.40) / max(0,5)? = lim [ max(0,p,)?.
v

y—00
Y"r’

Note that due to the convergence of p, to p in HJ (), the compact embedding of
H{ () into L9(2) for 1 — % > —4 (see, e.g., see [1, 2]) and the Lipschitz continuity
of the max(0, -)-operator, we find that
(4.41) max (0, p,) — max(0,p) in LI(Q) for all 1 — g > D

q
The satisfaction of equation (4.40) therefore depends on the behavior of the sets
Y,. We give a sufficient condition for (4.40) using a notion of set convergence; see
[22].
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Definition 4.13. Let {Ej}r>0 and E be measurable subsets of R™. The sequence
{Ek}k>0 is said to converge to E in the sense of characteristic functions, if

XE, — XE n L) (R")Vs € [l,00) as k — oo.

Lemma 4.14. If Y, — Y in the sense of characteristic functions, then (4.40)
holds.

Proof. Let q > 2 satisty 1 — § > —%. Further define t and s € R such that

AR S U
g t Tq s t
ie.,
f_4 4
qg—1 q—2
Then
Ixv, 23 —x30" lIee < Il (xv, = x3) p¥ llee + lIxy (F —57) llze
<lIxy, = xylleslpT lze + lIxy s llpF — 571 e,

where ||xy, — Xy /2= — 0 due to the convergence of the sets in the sense of charac-
teristic functions and [|p3 — p*| L« — 0 due to (4.41). Therefore

Xy, 3 — xyp' in L(Q).
Using (4.41) we can further estimate
|y, 3, 08) = (g8, 0 =|(xv, 03, 08 = 57) + (v, 03 — xp87,0))
<Ixv,pyllzellpy = pFllzat

Ixy, 23 = xgB" e 1B l|ze — 0.

5. THE ALGORITHM

Theorem 4.6 proves the convergence of stationary points of the regularized prob-
lem (P,,y) to an e-almost C-stationary point of the MPEC (P). The nature of the
proof technique allows the construction of a solution algorithm that exhibits the
same function space convergence properties as stated in Theorem 4.6.

5.1. The outer loop. In this section we specify the outer loop for the solution of
(P). The regularization parameter ~ is initialized by 79 > 0 and increased by a
factor 3, > 1 after each outer iteration. The quantities o and « are updated such
that (4.9) is satisfied. In particular we choose

1
3
(5.1) k=72 A a=ag (70) .
Y

The relaxation parameter « is initialized by ag := (yo,&0), where yo and &, are
initial values determined as described below in section 5.3. The subsequent outer
iterations are initialized by the solutions of their respective preceding outer itera-
tion. The outer loop is described in Algorithm 1.

Remark 5.1. From Theorem 4.6 it follows that every accumulation point of the
sequence {(y*,u* €* r.)} determined in Algorithm 1 is e-almost C-stationary for
(P).
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Algorithm 1 (Outer loop)

Data: yq, f € L?(Q2), A € LY(Q) with ¢ > 2, A >0, ¢, > 0.
1: Choose (y°,u°, &% ro) € HJ () x H3 () x L*(Q) x Ry, (Y0, 0, K0) >0, By > 1
and set k := 0.
2: repeat
3. Compute a stationary point (y*+1, w1 ¥ rp 1) of (P, -, ) With £ = iy,
using an iterative scheme with initial values (y*,u*, &* ry).
Set Yg+1 := 87k and update a and k according to (5.1).
: until some stopping rule is satisfied.

A

5.2. Solving the subproblem. Step 3 of Algorithm 1 requires the computation of
a stationary point of the relaxed-regularized subproblem. In this section we propose
a semismooth Newton method for the solution of the optimality system (4.8).

Note that the complementarity conditions (4.8d) and (4.8e) can be reformulated
using the max(0, -)-operator. For arbitrary positive constants ¢, and ¢, (4.8d) and
(4.8e) are equivalent to

o~ max(0, i — ) =0,
T — max (OvT +cr ((y7§) - Oé)) = 07

respectively. Using equations (4.8b) and (4.8¢c) we eliminate the multipliers p and
w and set ¢, := k. This leads to the system

(5'2) F<y’ u7 57 ,r.) = 0
with F': H}(Q) x H}(Q) x L2 xR — H~1(Q) x L?(Q) x R x H~1(2) and
y —max(0, A — yy) + vA*u+ré — yq
k¢ — vu + ry — max(0,ry — vu)
r —max (0,7 + ¢ ((y,€) — )
Ay—u—-&§—f
Note that due to the max-operations involved in (5.3), F' is not necessarily Fréchet-
differentiable. However, it turns out that it admits a weaker derivative. For the

sake of recalling the definition of a suitable derivative we proceed in general terms
and let X and Z be Banach spaces, D C X an open subset of X and F': D — Z.

(5.3) F(y,u,&r) =

Definition 5.2. [13, 24] The mapping F : D C X — Z is called Newton-differentiable
in the open subset U C D, if there exists a family of mappings G : U — L(X,Z)

such that )
lim —||F(x+h) — F(z) =Gz + h)h|| =0

for every x € U.

We refer to G as the Newton derivative or generalized derivative for F in U.
Note that G is not required to be unique to be a generalized derivative for F' in
U. We also point out that Definition 5.2 resembles the concept of semismoothness
known in finite dimensional space [33, 38]. In [24] it was shown that

1 if y(x) >0,
(5.4) Gs(y)(x) =4 0 if y(x) <0,
6 if y(x)=0,
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for y € X and 6 € R is a Newton-derivative of max(0,-) : L9 (Q) — L%(Q), if
1< g <q1 <o0.

Now assume that we are interested in finding z* € X such that
(5.5) F(z) =0.

Then one may apply a generalized version of Newton’s method for computing x*;
see (5.6) below. The following result can be found in [13]; see also [24].

Theorem 5.3. Suppose that x* is a solution of (5.5) and that F is Newton-
differentiable in an open neighborhood U containing x* with a Newton-derivative
G(z). If G(x) is nonsingular for all x € U and {||G(x)7Y| : 2 € U} is bounded,
then the semismooth Newton iteration

(5.6) Pt =2k — QM) T R (2F)

converges superlinearly to x*, provided that ||2° — z*|| is sufficiently small.

Now we are ready to define the semismooth Newton algorithm for (5.2). Let
(y,u,&,7) € HHQ) x HE () x L2(Q) x R denote the current iterate. We define the
following sets:

Ay = {x € Q: A\x) —yy(x) > 0},
A, ={x e Q:ry(x) —rvu(x) > 0},

L= Q\ A,
1 if r+c ((y,8) 2 —a) >0,
Ty =
0 else.

Utilizing Gy in (5.4) as the Newton-derivative of max(-, 0) and setting dz* := zF+1—

x¥ it is straightforward to show that the Newton iteration (5.6) is equivalent to
the system

(5.7a) I+ YXA, )0yk + v A*SuF + ok + orpet =
= 4" +xa, A —") —vAuF =1 oy,

(5.7b) ~OEF — voub + royk + orpy® — XA, (redy” + drpy® — vour) =
= —k&" + b — eyt + XA, (rey® — vul),

(5.7c) (1= 20, )07k — zrcr (39", €°) + (%, 56%)) =
= =1+ 2, (ri+cr ((V*, )12 — ),

(5.7d) AdyF — ouF — 6eF = —AyF +ub + €8 +

where x4 , and x4 , denote the characteristic functions of the sets Ayx and A,
respectively. As stated in Theorem 5.3, the semismooth Newton method is a locally
convergent method only. One possible way to globalize the method is by using
backtracking along a so called Newton path p. In the case of semismooth functions,
a descent property along such a suitably chosen path can be guaranteed; see, e.g.,
[14, 15, 39]. To be specific, fix € X. Then the corresponding path p,, : [0,1] — X
is defined by

(5-8) G(pa(T))(pa(T) —2) = —7F(2), 0<7 <1,

where G is the Newton-derivative of F'. The resulting method is summarized in
Algorithm 2.
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Algorithm 2 (Path Newton Method)
Data: yg, f € L?(Q), A € LY(Q) with ¢ > 2, A >0, (v,a,k) > 0, ¢, > 0.
1: Choose 20 = (y°,u°, €% 79), 0 € (0,1), B € (0,1), tol > 0 and set k := 0.

2: Stopping criterion: If || F(2*)| < tol then stop.
3: Path search: Find the smallest integer i > 0 such that

(5.9) 1 (par (B < (1 — o™ [|F (")
and set 7, = 3, .
4: Data update: Set z¥t1 = p_»(7), k = k + 1 and go to step 2.

Remark 5.4. Due to the nonlinearity in (5.8) the computation of a point along
the path is very costly. For our test runs we implemented a much cheaper smooth
Armijo-type line search, utilizing a path of the form

(5.10) Pk (7) := 2 + 1d",
where d* = (6y*, su¥, 5¢*, 67%) is determined by (5.7). Although there is no guar-
anteed descent along such a path, the globalization of this type worked sufficiently
well for most problems.

Alternatively, hybrid ideas were studied, where the search direction d* in (5.10)
is replaced by the solution d* of the problem

G(i*)d* = —F(z*),

is a point on the line segment [z, x* 4 d*], if the line search along (5.10)
fails. Different variations of the above idea, including intermediate steps ak+s
towards the " first” non-differentiability along the generalized Newton-direction d*,
were considered as well.

We tested all variants above and point out that in our numerical tests the Armijo-
type line search worked very well. Whenever the line search, however, encountered

problems because of non-differentiabilities, all path/line-search methods ran into
difficulties.

where #*

Next we state Newton differentiability of the first order system of the subproblem.

Proposition 5.5. The function F := (Fy, Fy, F5, Fy) defined in (5.3), is Newton-
differentiable along {z*}.

Proof. We note that due to optimality condition (4.8b) the optimal control u gains
a posteriori regularity and is in Hg (). Furthermore, if we initialize the algorithm
by ug € H}(2), then, due to (5.7a), each update du solves an elliptic equation
with right side in L2(Q). Hence u* € H}(Q) for all k € N. In view of Theo-
rem 5.3 we have U := H} () x H}(Q) x L*(Q) x R. We further note that every
C'-function is Newton-differentiable, hence Fy is Newton-differentiable. Moreover
the sum of Newton-differentiable functions, as well as the max(0,-)-operator in
finite dimensions are Newton-differentiable. Furthermore the superposition of a
Newton-differentiable mapping after a C''-mapping is Newton-differentiable again.
For a proof we refer to Proposition B.2 in Appendix B. Therefore F3 is Newton-
differentiable. The fact that for spatial dimensions n < 3 the space H () continu-
ously embeds into L9(2) for ¢ < 6 yields Newton-differentiability of the max-term
in Fy and F, with image space L?(Q2). As L?(Q) continuously embeds into H ~1(£2)
the mapping F; is Newton-differentiable. Hence F' is Newton-differentiable. (Il
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Note that the L?(2)-term c¢,& in the argument of the max(0, -)-operator in Fy
was eliminated by setting c,, to . Adding the weighted L?(Q)-norm of £ to the cost
functional of the relaxed problem therefore gives the necessary smoothing property
such that F' is Newton-differentiable. In view of Theorem 5.3 we have the following
convergence result.

Theorem 5.6. If ||G(y,u,&, 7)Y is bounded in a neighborhood of a solution
(y*,u*, &5, r*) of (5.2) then the semismooth Newton iteration

(yk+l,uk+1,fk+1,’r'k+l) _ (yk,uk,fk,rk) + (5yk75uk’5£k’57ﬂk)7

where (Sy*, duk, &%, 6r%) is determined by (5.7) converges superlinearly to (y*,u*, &%, 1),
provided that (y°,u°,£°,r0) is sufficiently close to (y*,u*,&*,7*).

The proof follows immediately from Theorem 5.3 and Proposition 5.5. We men-
tion here that for our numerical examples reported on in the next section, the
assumption of the boundedness of the inverse was always satisfied on a discrete
level for various meshes. However we point out that for instance in special cases
where y* = ¢€¥ = 0 and r, — ¢, > 0 invertibility is problematic. In these cases
additional stabilization is required.

5.3. Initialization. Due to the local convergence properties of the semismooth
Newton method, its initialization becomes an issue. In our tests the following
strategies worked well.

5.3.1. The outer loop. For the initialization of the outer loop we neglect the con-
straint (y,£) < « and solve the following constrained optimal control problem using
a primal-dual active set strategy (see, e.g., [24]) to obtain initial values (y°,u°,£9):
(5.11)

L= 1 v ) 1 <
min Jy, (y, u, €) = S |ly = yall® + S llull® + €17 + 5— [ max(0, A = yoy)|1?
2 2 2 270

over y € H}(Q);u, & € LA(Q),
st. Ay=u+ &+ f,
£>0a.e. in Q.

1
Here v9 > 0 and kg := 1, >. We point out that the active-set-strategy employed for
solving (5.11) admits a function space analysis and converges locally at a superlinear
rate; see, e.g., [24]. The multiplier r is initialized by ro := 0.

5.3.2. The inner loop. As specified in Algorithm 1, each inner loop is initialized
by the solution of its preceding outer iteration. The quality of the initialization
depends on the update strategy for ~. If the regularization parameter is updated
conservatively the initial values are of high quality and the semismooth Newton
method requires only a small number of iterations until successful termination.
Such a choice, however, results in a large number of outer iterations. By using a
more aggressive update strategy for v the number of outer iterations is kept low,
typically at the cost of additional inner iterations.

6. NUMERICS

We consider the two-dimensional domain = (0,1)? and discretize using a
uniform grid with mesh size h in each dimension. For the discretization of the
Laplace-operator we use a standard five-point finite difference stencil. The test
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runs are based on a nested iteration technique using a grid hierarchy with mesh
sizes {h;}7_,, where h; = 27(+3),

In each outer iteration the relaxed-regularized problem (P, ) is solved using
a semismooth Newton method (see Algorithm 2) with a stopping tolerance tol
depending on the mesh size of the current grid (e.g. tol = 5h?10~*). We note
that a convergence result analogous to Theorem 5.6 also holds true for a discretized
version of the semismooth Newton method. If

(6.1) ¥ > Cgrid h™4,

where cgriq > 0 is a constant factor, then the grid is refined by halving the mesh
size. This criterion is motivated by approximation results aiming at a balance of
the regularization and the discretization errors, respectively. As far as the regular-
ization is concerned, we assume an approximation order of

1
V7

with respect to . This assumption is supported by corresponding estimates for
variational inequalities; see, e.g., [19]. On the other hand, we expect a discretization
error of the form

lyy =y <C

lyn = y*|| < Ch2,

where y;, is the solution of the discrete problem (see, e.g, [21]). Assuming similar
behavior for our relaxed-regularized problem and the finite difference discretization,
this leads to the estimate

1
6.2 -y <O +h2>,
(6.2) I ( =

where 3, 5, is the solution of the discrete penalized problem. For a fixed mesh size
h, the discretization error dominates the approximation error of the regularization
if v > h=%. Increasing the regularization parameter v further does not improve the
overall approximation error. These considerations motivate (6.1). Let us emphasize
here, that the reasoning above is heuristic. A detailed error analysis is beyond the
scope of this paper.

A numerical justification for (6.1), respectively (6.2), is provided in figure 6.1,
which shows the L%-errors |y, — y*|| and ||u, — u*|| for Example 6.2 for different
values of v on different meshes in a log/log-scale. The graphic illustrates the ap-
proximation order O(y~!/2) for both the state and the control. Furthermore we
find that for the state variable y the discretization errors are roughly divided by 4
each time the mesh size is halved. To this end observe the convergence in the re-
gion where the curves level off. The control shows a similar behavior with a slightly
smaller exponent for the order of discretization.

The Hg(Q)-functions y and u are prolongated using a standard nine-point bi-
linear interpolation with homogeneous Dirichlet boundary conditions. The L2-
function £ is prolongated using a seven point interpolation scheme without bound-
ary conditions. For the definition of these prolongation operators, see, e.g., [20].
With these initial guesses the relaxed-regularized problem is solved on the next finer
grid. This procedure is repeated until the finest mesh size hs = 278 is reached. The
algorithm terminates if + satisfies (6.1) for the finest mesh size.
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FIGURE 6.1. Approximation errors for the state y (left) and con-
trol u (right) for Example 6.2 on different meshes.

6.1. Examples. We present numerical test problems to illustrate our theoretical
results and the numerical behavior of the new algorithm. For all examples, the
regularization parameter is initialized by 7y = 10 and increased by a constant
factor 8, = 2. Further, the parameters take the values ¢, = 10, 0 = 1074, Cgrid = 1,
B=0.5,tol =5-10"*h2.

Ezample 6.1. Lack of strict complementarity. We construct a test problem for
which the active set at the solution contains a subset where strict complementarity
does not hold, i.e., where the biactive set B := {y* = 0} N {£* = 0} has a positive
measure. This situation is challenging, as the active constraint gradients at the
solution are linearly dependent. Here we consider the elliptic operator A = —A

FIGURE 6.2. Optimal State y* (left) and multiplier £* (right) for
Example 6.1.

and define

(x1)z2(x in (0,0.5) x (0,0.8),
o) = { 00 009 X003

ut (X1, %2) =y (X1, X2),
& (x1,%x2) = 2max(0, —|x; — 0.8] — |(x2 — 0.2)x; — 0.3| + 0.35)
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FIGURE 6.3. Optimal control u* (left) and multiplier A* (right)
for Example 6.1.

FIGURE 6.4. Biactive set (black) for Example 6.1.

with
z1(x1) = —4096x8 + 6144x5 — 3072x] + 512x3,
22(x2) = —244.140625x35 + 585.9375x5 — 468.75x5 + 125x3.
We further set
f=-Ay" —u" = ¢,
Ya=y +& —vAu,
with v = 1. The optimal solutions are displayed in figures 6.2-6.4.

FEzample 6.2. Degenerate solution. For this example the optimal state y* ex-
hibits a very flat transition into the active set. This makes the active set detection
challenging. Purely primal active set techniques usually perform poorly in such
situations. Again we consider the operator A = —A, this time we set v = 0.01.
The example is defined by the data

f(XhXQ) = yd(Xl,Xg) = —|X1X2 — 05| + 0.25.
The optimal solution is shown in figures 6.5-6.6.

FEzample 6.3. Elasto-plastic-torsion problem. In this example we consider an
infinitely long cylindrical bar with cross section 2. We assume the bar to be
isotropic and elastic. Starting from a zero-stress initial state, an increasing tor-
sion moment is applied to the bar. The torsion is characterized by ¢ > 0, which
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FIGURE 6.5. Optimal State y* (left) and multiplier £* (right) for
Example 6.2.

FIGURE 6.6. Optimal control u* (left) and multiplier A* (right)
for Example 6.2.

is defined as the torsion angle per unit length. The determination of the stress
field y is equivalent to the solution of the following variational inequality (see, e.g.,
[18, 40]): Find y € K such that

(6.3) /Vy~V(z—y)zc/(z—y)VzeK,
Q Q

where the cone K is defined by
K={z€ Hy(Q) :|Vz| <1ae. in Q}.

In [11], Brezis and Sibony show, that if Q C R? is bounded and has a smooth
boundary T, then the variational inequality problem (6.3) is equivalent to finding
Yy € K such that

(6.4) /QVy-V(z—y)dxgc/Q(z—y)dizEK,

with K = {z € HA(Q) : |2(z)| < d(z,T) a.e. in Q}. Using slack variables (non-
negative Lagrange multipliers), the variational inequality (6.4) can be equivalently
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FIGURE 6.7. Optimal State y* (left) and multiplier & (right) for
Example 6.3.

x 10

FIGURE 6.8. Optimal control u* (left) and multiplier A\’ (right)
for Example 6.3.

written as
“Ay—cl = & —&,
(6.5) y+d=>0,§=>0 (y+d,&) = 0,
d—y>0,6>0,(d-y,&) = 0,

with d := d(-,T) € C(Q) and 1 being the constant function with value 1. Note
that the unilateral constraints on the state variable are extended to bilateral ones.
Therefore an extra multiplier £, is introduced. Here & represents the Lagrange
multiplier corresponding to the lower bound —d < y, whereas &, corresponds to the
upper bound y < d. This variational inequality can be treated as the state system
in our MPCC using c1 as the control u. In this case the function space for the
control would be limited to the space of constant functions. Here we generalize this
setting by regarding an L?-control u and introducing a fixed data term f € L?(Q).
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Consequently we consider the optimal control problem
1

min  J(y,u) := 3lly — vallZ + 5llullZ-
over y € HYHQ); u, &, & € LA(Q),
(P) st. —Ay=u—-§+&+f,
y+d>0,§2>0,(y+d,&) =0,
d—y>0,& >0, (d—y¢&)=0.

Note that similar to the additional multiplier in the lower level problem, the upper
level problem also gives rise to an additional multiplier \,, where \;, A\, € H~1(£2)
correspond to the respective constraints on y. We further consider the relaxed-
regularized problem

min Jy(y,u,6,60) = J(y,u) + 5 (1€]172 + 1€a72)
+o5 (I max(0,X = (y + d))[172 + || max(0, A = y(d — y))l|7-)
over ye€ HYQ); u, &, & € L2(Q),
st. —Ay=u—-§+& + f,
§ 20,8 =0,
(y+d &) <a, (d-y&) <o
On Q= (0,1) x (0,1) we use the following data:

Yd = 2122, f = —Ayq — 23,

where
[ —2.5x3 +2.5%; — 0.225 in (0.3,0.7) x (0,1),
11, %2) = { 0.5 — |x3 — 0.5] else,

—12.5x3 + 11.25%5 — 1.53125 in (0,1) x (0.35,0.45),
a1, %2) = 1 in (0,1) x [0.45,0.55],
AL _12.5%2 4 13.75x5 — 2.78125 in (0,1) x (0.55,0.65),

1.25 — 2.5|x5 — 0.5 else,

x1(1—x;) in ((0,0.3) U (0.7,1)) x [0.45,0.55],
23<x1,x2){ xall=x) in (0,08)007,1) x| )

and v = 1. The solution is inactive with respect to the lower bound, therefore
A = 0. Furthermore we find that £ = 0. The optimal values for y*, £, u* and A},
are displayed in figures 6.7-6.8.

Ezample 6.4. Non-symmetric operator. In this example we consider the non-
symmetric operator

(6.6) A=-A+b'V

with b € R™. The resulting MPCC possesses no bilevel structure, i.e. the variational
inequality can no longer be interpreted as the optimality conditions of a lower-level
minimization problem. The state equation then reads

Ay +0"Vy —u—E=f
and the adjoint equation is

y — max(0,A —vy) — Ap — b Vp+ré = ya.
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FIGURE 6.9. Optimal State y* (left) and multiplier £* (right) for
Example 6.4.

FIGURE 6.10. Optimal control u* (left) and multiplier \* (right)
for Example 6.4.

Note that —A+bTV : H} () — H~1(Q) as well as its adjoint operator —A—bT'V :
H}(Q) — H7(Q) are bounded and coercive. We specify the data for the test
problem as

b=(0.7,-0.7)T,
f(x1,%2) = 10 (sin(27x2) + x1) ,
Ya(X1,%2) = min (x1(1 — x1)x2(1 — x2),0.04x7 + 0.01x5)

and v = 0.001. The optimal solutions are presented in figures 6.9-6.10. As in
Example 6.2 the multiplier \* exhibits low regularity.

6.2. Results. Next we discuss some results obtained by our algorithm with Armijo-
type line search.

Nested Grids. In the beginning of this section a nested iteration technique is
proposed for Algorithm 1. Table 6.1 displays the number of iterations on the
different grids for the various examples. It shows that most of the iterations are
spent on the coarse meshes. This is a clear indication of the efficiency of nested
grids when solving MPCCs in function space.
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TABLE 6.1. Iterations on the different grids for Examples 6.1 - 6.4.

h iter. pr. 6.1 | iter. pr. 6.2 | iter. pr. 6.3 | iter. pr. 6.4
1/16 30 27 9 22
1/32 12 12 8 12
1/64 11 12 19 28
1/128 10 15 66 30
1/256 9 24 35 28
[ total | 72 \ 90 137 120 |

Rate of convergence. Tables 6.2- 6.3 display the convergence factors

pe = [lyy

of the state variable y in the H'-norm over the iterates of the semismooth Newton
algorithm for different values of . The problems were solved on a fixed grid with
h =1/128 up to a precision of tol = le-8. The exact solution Yy’ was approximated

k+1

- y;”H&/Hys - Z/j;HHg

by solving the corresponding problem to high accuracy (tol = le-12).

TABLE 6.2. convergence factors for Example 6.1.

vy le3 led leb le6 le7
Pr | 2.1573e-2 | 4.4393e-1 | 9.3638e-1 | 9.5380e-1 | 9.8513e-1
1.4600e-3 | 3.0727e-1 | 9.3873e-1 | 9.6137e-1 | 9.8870e-1
1.6024e-1
3.4093e-2 | 4.4082e-1 | 8.9863e-1 | 8.1664e-1
1.0170e-2 | 2.8161e-1 | 1.1190e-1 | 7.6285e-1
1.2539¢-1 | 4.8308e-1 | 5.0669¢-1
2.1609e-2 | 3.3476e-1 | 1.1434e-5
TABLE 6.3. convergence factors for Example 6.2.
vy le3 led leb le6 le7
pr | 1.7029e-1 | 5.3379e-1 | 9.3905e-1 | 9.5892e-1 | 9.9212e-1
4.6349e-2 | 4.2591e-1 | 9.3019e-1 | 9.5761e-1 | 9.8332e-1
4.3590e-4 | 2.9001e-1
1.3731e-1 | 2.4973e-1 | 3.1833e-1 | 2.7615e-1
2.2167e-2 | 1.9983e-1 | 1.5442¢e-1 | 8.9317e-1
5.3870e-2 | 6.6321e-2 | 4.6193e-2
1.4475e-2 | 7.5521e-6 | 2.0802e-6

observing the columns of tables 6.2 - 6.3 the local superlinear convergence as stated
in Theorem 5.6 can be verified numerically. With increasing values of v, as one
would expect, the convergence radius of the semismooth Newton method becomes
smaller. This is reflected in the increasing number of iterations as -y is increased.
On the other hand we note that our nested iterations concept intertwined with a

suitable y-update strategy exhibits a rather stable convergence.
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Stationarity. Lemma 4.9 gives conditions for the accumulation point of the algo-
rithm to be almost C-stationary. As argued in (4.35) these conditions are satisfied if
the solutions of the relaxed-regularized problems exhibit an approximation property
of the quality

(6.7) lyy =yl = O(V2).

This approximation order was verified for all of our numerical examples and it is
shown exemplarily for Example 6.2 in figure 6.1. Although a rigorous error analysis
is of interest, it is beyond the scope of this paper. In our numerical examples we
could typically observe even strong stationarity.

APPENDIX A

In Corollary 4.5 we derived the first order optimality system of (P, ) using
results due to Zowe and Kurcyusz [44]. In this Appendix we briefly recall the main
result of [44] and give the proof of Corollary 4.5. For this purpose consider the
general mathematical programming problem

(A.1) min F'(z) st. 2 €C, g(z) € K,

zeX
where F is a differentiable real functional defined on a real Banach space X, C'is a
non-empty closed convex subset of X, g is a continuously differentiable map from
X into a real Banach space Y and K is a closed convex cone in Y with vertex at
the origin. For fixed x € X and y € Y let C(z) and K(y) denote the conical hull
of C — {z} and K — {y}, respectively, i.e.,

C(z) ={Mc—2x):ce C, A >0},
K(y):={k— y:ke K, A >0}.

The quantity y* € Y* is called a Lagrange multiplier for problem (A.1) at an
optimal point T € X, if

(i)  y eKT,

(1) (Y, 9(F))y-y =0,

(iil) F'(z) -y (g'(2)) € C@)*,
where X™* and Y™ denote the topological duals of X and Y and for each subset M
of X (or Y respectively), M+ denotes its polar cone

M+ = {x*EX*<x*,/_L>X*,XZO for aHMGM}

For an optimal point & € X let A(Z) denote the set of Lagrange multipliers for
problem (A.1) at Z. The main result in [44] is as follows:

Theorem A.1l. Let T be an optimal solution for problem (A.1). If ¢'(z)C(Z) —
K(g(z)) =Y, then the set A(Z) of Lagrange multipliers for problem (A.1l) at T is
non-empty and bounded.
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In order to apply Theorem A.1 to problem (P, ), we set
X :=C:=H}(Q) x L*(Q) x L*(Q),

x = (y,u,§),
F(.%‘) = jv(y,u,f),
= H Q) xR x L*(Q),

Y:
K :={0} xRy x L*(Q)4 and
where Ry = [0,00) and L?(Q); = {v € L*(Q) : v > 0 a.e. in Q}. With this

notation, problem (A.1) is equivalent to problem (P,.-). Now let Z := (¥, u,&) be
an optimal solution for problem (P, ). The constraint qualification ¢'(z)C(z) —
K(g(z)) =Y in Theorem A.l is then equivalent to the requirement that for every
(y1,92,y3) € Y = H71(Q) x R x L2(Q) there must exist (c1,c2,c3) € C(7,4,E),
A >0 and (ki,k2) € Ry x L2(Q2) such that

—Aci + ¢+ 3 =y1,

(A.2) ~(e1,8) = (5, e3) — (k1 = M= (5,€) + @) = pa,

C3 — (k‘g — )\f) = UYs3.

In our case the subspace C is the space X itself. Therefore we have C(z) = X
for every * € X. Now let (y1,y2,y3) be an arbitrary element of Y. If ||| > 0,
we set A 1= 1, ky := € and c3 := y3 to satisfy the third equation. We further set
ki := a—(,€) and define ¢ € HE(Q) such that —A¢ =y, € H1(2). As £ # 0 we
can find an element ¢ € H?(Q) N H} () such that (1,€) = —(¥,¢3) — y2 — (¢, €).
If we set ¢; := ¢ + 1 and ¢ := —c3 + A € L%(Q), the system (A.2) is satisfied.

If £ =0 a.e. in €, we choose ¢; € H}(Q) so that —Ac; = y;. We set c3 := ys,
e == —c3, A = Tmax (0, (7, c3) +y2), k1 = max(0,—(y,c3) — y2) and ko :=
0. With these choices, the system (A.2) is again satisfied. Theorem A.1 then
guarantees the existence of Lagrange multipliers (p,r, ) € Y* = H}(Q) x Rx L?(£2)
which satisfy

(A.3a) r>0,pe L*Q),,
(A.3b) r((7,6) —a) =0, (1,8 =0,
7 — yq — max(0, A — y7) + A*p + r€ 0
(A.3¢c) _vi-—p =10
KE—p+ry—p 0

It is easily shown that system (A.3), together with the constraint g(z) € K, is
equivalent to system (4.8) in Corollary 4.5, which completes the proof.

APPENDIX B

In this appendix we state a few auxiliary results. For v € HJ () let v denote
the pointwise non-negative part of v, i.e., v+ := max(0,v). The following lemma
investigates the convergence behavior of y:y“ .

Lemma B.1. Let {v,} C H}(Q) be a sequence converging to some ¥ in H} ().
Then also v — ot strongly in Hj(Q).
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Proof. Note that the strong L?-convergence of vy — 0, together with the Lipschitz-
property of the operator max(-,0) : L?(Q) — L?(Q) yields strong convergence of
vl to o in L?(Q). Furthermore for every v > 0

HV”U,JYFHLQ(Q)TL S ||vv’y||L2(Q)" S C,

due to the strong convergence of {v, } in Hj (). Hence there exists 3 = (81, ...,0,) €

i
LQ(Q)" such that on a suitable subsequence 881;7 — 3; for all 1 < i <n. We verify
that indeed 8 = Vot by multiplying by a test function ¢ € C§°(€2). Then for every
1 <17 < n we find that

ovt Ay Ao oot
. = 1 v = — 1 + = — 5t =
(B p) = lim (5= ) = = lim (vy, 5 7) = =07, 5 =) = (5 ¢)

As the weak limit of the subsequence is uniquely determined we find that in fact
Vol — Vot on the whole sequence. Finally we show strong convergence of {Vuv}
by considering

Vol = Vot |72y = (Vo , Vol ) = 2(Vol, Vit) + (VoF, Vit)
= (Voi,Vuy) = 2(Vol,VoT) + (Vo' Vit) — 0.
O

In view of the requirements in connection with the optimality system defined
by the function F' in (5.3) we provide the following chain rule for semismooth and
Fréchet differentiable functions.

Proposition B.2. Let F; : D C X — Z be Newton-differentiable in the open
subset U C D with a generalized derivative G such that {||G1(v)||z(x,z) : v € U}
is bounded. Further let Fy :' Y — X be continuously Fréchet differentiable in
FQ_I(U) with the derivative Fy. Then H := Fy o Fy is Newton-differentiable with a
generalized derivative G := G1(F2)Fy € L(Y, Z).

Proof. The Newton-differentiability of F} in U implies that for all u € U
(B.1) Fi(u+h) — Fi(u) = Gi(u+ h)h + ||h]| xa(h)

with a(h) € Z such that |a(h)||z — 0 as |hl|lx — 0. Similarly, the Fréchet
differentiability of F, implies that for every v € Fy ' (U)

(B.2) Fy(v+ k) = Fa(v) = Fy(v)k + |||y b(k)

where b(k) € X such that ||b(k)||x — 0 as ||k|]ly — 0. If we set u := F»(v) and
h:=Fy(v+ k) — Fy(v) in (B.1), then we obtain

Fi(Fa(v+k)) — Fi(F2(v) = Gi(Fo(v + k) F3(v + k)k + c(k)
with

c(k) = G1(Fa(v + k) (F3(v)k — Fy(v + k)k) +
11G1(F2 (v + k)b(R) + ([ F2(v + k) — Fa(v)[la(F2(v + k) = F2 ().
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Dividing by the norm of k, we estimate

c(k
””(k||)|Y|Z <G (Fa(v + )l cx.2) |1 Fo(v) = Fa(v + Bl cov.x)

(B.3) +1GL(F2(v + k) 2x,2) 1o(R) | x

[Fo(v+ k) = Fo(v)x
&Nl

la(Fa(v+ k) = Fa(v))| 2.

Due to the boundedness of |G| and the continuity of Fj, the expression on the
right side of (B.3) tends to zero as ||k|| — 0. This proves the assertion of the
proposition. O
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