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1 General goals of the course

The main theme of the first module is algebraic combinatorics, with par-
ticular emphasis being given to algebraic graph theory. This part of dis-
crete mathematics provides a natural setting for many important appli-
cations as well as nice formulations of problems arising not only in other
areas of mathematics, but other fields of science (biology, chemistry, com-
puter science or physics, ...) too. We will focus on combinatorial objects
admitting certain specific degrees of symmetry, thus allowing fruitful ap-
plications of various algebraic methods enhanced with certain combina-
torial and topological tools as well. Special emphasis will also be given to
the use of software packages such as MAGMA or GAP. These packages
are designed to solve computationally hard problems in algebra, combi-
natorics, geometry and number theory.

Computability theory is central to many areas of theoretical computer
science. It originates in the 1930s with the study of the first formal compu-
tational models such as Turing machines, Church’s-calculus, Post canoni-
cal systems and others. The basic properties of the computable functions
are established mainly in the works of Kleene. The second module of the
course is an introduction to the theory of computability. The considered
computational model is based on unlimited register machines. We present
the connections between partial computable and partial recursive func-
tions. We consider certain important computable and computably enu-
merable problems and describe methods for establishing incomputability.

The foundations of the theory of computational complexity are pre-
sented in the third module. We discuss properties of the complexity classes



P and NP. We examine certain NP-complete problems and give a proof
of Cook’s theorem. We consider the class PSPACE and the notion of
PSPACE- completeness.

2 Prerequisites

Basic knowledge on Programming languages, Data structures and Algo-
rithms, Mathematical Logic, Graph theory, Discrete mathematics. More
specifically: Computability by Deterministic and Nondeterministic Turing
machines, Algorithms on graphs, Propositional and Predicate calculus,
Arithmetic.

3 Course modules

(20 units each)

3.1 Algebraic Combinatorics

1. Symmetries of combinatorial objects (1 unit)
2. Group actions (3 units)
3. Coherent configurations and association schemes (2 units)
4. Designs and their symmetries (2 units)
5. Automorphism groups of graphs (2 units)
6. Symmetric graphs – graphs satisfying specific symmetry properties

(vertex-transitivity, edge-transitivity, arc-transitivity, half-arc-transitivity,)
(2 units)

7. Constructions of symmetric graphs (3 units)
8. Structural properties of symmetric graphs (hamiltonicity, semiregu-

larity, (im)primitivity, ) (2 ubits)
9. Combinatorial maps and their symmetries (3 units)

3.2 Computability theory

1. Church’s Thesis and effective computability (1 unit)
2. Models of computation (3 units)
3. Examples of computable functions (2 units)
4. Primitive recursive functions (2 units)
5. Coding of the pairs and finite sequences (2 units)
6. An numeration of the computable functions, S-m-n theorem (2 units)
7. Universal theorem (3 units)
8. Decidable and semidecidable sets (2 units)
9. Undecidable problems (3 units)



3.3 Complexity theory

1. Time complexity and Space complexity (2 units)

2. Linear speed up (2 units)

3. Deterministic simulation (3 units)

4. The class P (1 unit)

5. The class NP (2 units)

6. Polynomial time reducibility (1 unit)

7. NP completeness (3 units)

8. The Cook-Levin theorem (3units)

9. NP complete problems (3 units)
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5 Grading

The basis for grading will be the students’ performance in:



– Homework assigned on a regular basis (at least two per course mod-
ule);

– Final exam. The final grade will be based on the following scheme:
• Homework - 40 percents
• Final exam - 60 percents


